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Each year we include in our March issue some standard 
information on the four issues of the previous volume, namely, 
the list of reviewers, and an index of papers of the previous 
year listed under certain technical categories. In the same issue, 
we also provide a report on the operation of the Journal. This 
is a report from the Editor to the readers and the contributing 
authors on the progress we made in our efforts to make the 
scientific material offered more accessible to fluids engineers, 
on reducing the reviewing time, etc. 

In the past year we experienced a further increase in the 
number of submitted papers. This trend started about four 
years ago. In this period, the number of submitted papers more 
than doubled. In the same period, the number of submitted 
papers in the areas of fluid applications and systems and multi
phase flow have declined, which we attribute to the fact that 
relatively few symposia were organized in these areas by our 
Division. However, many members in our Division are very 
active in these areas and we anticipate this trend to be reversed 
very soon. It appears, therefore, that we could expect a further 
increase in the number of submitted papers. 

An informal recent investigation indicated that rather few 
papers presented at the meetings of the Division are submitted 
to the Journal. To some extent, this may be due to the impres
sion shared by some authors that papers included in symposium 
proceedings can not be submitted for Journal publication. In 
fact, ASME does not consider proceedings papers archival and 
such papers are accepted by all ASME Transactions for pub
lication. We do not actively solicit conference papers but it 
appears that we would serve our readership better if the most 
significant papers from our meetings were eventually published 
in our Journal. 

In the past few years, subscriptions to most ASME trans
actions have leveled off or experienced a mild decline. We have 
indications that in the coming year the national financial crunch 
will lead to further reductions of subscription levels. So far, 
our Journal has been spared this decline and in fact, in the 
past year it has seen a modest increase in the number of sub
scriptions. 

With a surge in submitted papers, and even with rates of 
acceptance kept low (between 40 and 45 percent), the number 
of accepted papers has grown considerably and has created a 
serious backlog. Our next two issues (June and September) are 
full and we have been scheduling papers for our December 
issue. To remedy this situation, we pursued and were successful 
in obtaining modest increases in the allotted pages and we hope 
that this year too, we will be able to add about one hundred 
extra pages to our four issues. The growth of an archival 
publication in one way adds to the proliferation of papers, but 
the readers should keep in mind that our Journal is leaner than 
other ASME Transactions and publishes much less material 
than other peer journals like Physics of Fluids, AIAA Journal, 
and the Journal of Fluid Mechanics. 

Our readers may have noticed that we are now devoting a 
few pages in each issue to a "Technical Forum." In this space 
we will be publishing information and opinions directly related 
to the goals of the Journal and the technical needs of its readers 

and contributing authors. Space will also be available to con
tributors who would like to offer suggested directions to the 
research community and information on how to improve the 
technology transfer from research conducted in government 
laboratories and universities to development of products in 
industry. Related to these goals is a series of articles on U.S. 
Competitiveness which we started with our September issue. 
In our next issue we will add selected abstracts from a recent 
Forum sponsored by our Division on Research Needs in Fluid 
Mechanics. 

The Editorial Board of the Journal has had many discussions 
over the past year on what this Journal could do to improve 
the process of technology transfer. For the time being, this 
Editor urges authors strongly and in specific terms to include 
in their papers information on their contribution, written in a 
way that could be easily understood and appreciated by prac
ticing fluids engineers. This is an issue of current concern (see 
the article on U.S. Competitiveness in this issue) and we are 
eager to participate in the process of technology transfer after 
the Division defines the Journal's role. 

Reducing the time from submission to publication is a per
manent and often frustrating task. Last year we reported some 
gains. We were able to reduce the time from submission to 
acceptance to nine months in the average and the time to 
publication to twelve months. It is now embarrassing to have 
to report that these figures have somewhat increased this year. 
It is true that most delays are due to tardy reviewers but it is 
the duty of the editorial board to continuously urge the re
viewers to return their comments in a timely manner. Unfor
tunately, it is impossible to guarantee turn around times. The 
most frustrating situation is when reviewers accept the re
sponsibility to work on a paper and months later simply do 
not respond. An associate editor is then forced to turn to new 
reviewers and start the process all over again. The severe back
log we are now experiencing will further lengthen the period 
from first submission to final publication of a paper, but this 
is beyond the control of the Editorial Board. 

Finally we should acknowledge the valuable contribution of 
two of our associate editors whose tenure has expired. They 
are (i) Dr. Franklin T. Dodge, in the area of fluid machinery 
and (ii) Dr. Efstathios E. Michaelides who served one extra 
year in the area of multi-phase flow. We sincerely appreciate 
their hard work, but here it is perhaps appropriate to ac
knowledge also the contributions of our reviewers. The names 
of the individuals who helped us out this year are listed in the 
last pages of this issue. 

Individuals have been nominated to serve three-year terms 
as associate editors. These and the areas they will be working 
on are: Dr. Nicholas A. Cumpsty (Cambridge University), Dr. 
Lev Nelik (Goulds Pumps, Inc.)—fluid applications and sys
tems; Professor Ralph W. Metcalfe (University of Houston), 
Professor George Em Karniadakis (Princeton University), Pro
fessor Ahmed F. Ghoniem (MIT)—fluid mechanics; and Pro
fessor Morteza Gharib (Cal Tech)—fluid measurements. 

The Technical Editor 
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QUESTIONS IN FLUID MECHANICS-III 
by Lloyd M. Trefethen1 

Examining What We Do Not Know 
An intriguing session at the Annual Meeting of the American 

Association for the Advancement of Science this February in 
Boston was called "Ignorance and Science: Emerging Per
spectives." The session's speakers and discussers spent three 
hours talking about a change in people's attitudes towards 
ignorance, uncertainty, and unanswered questions. They even 
described a graduate "Ignorance Curriculum" given alongside 
the "Knowledge Curriculum" for medical students at the Uni
versity of Arizona, focusing on awareness of what is not known. 
This is new to the medical profession, not conspicuous in other 
professions. Some organizers and speakers later dined to
gether, pleased that they had pulled it off, that the august 
AAAS had actually sponsored a session on "Ignorance." 

In a broad sense this is just what a society like the AAAS 
aims to do, to shake us up so that we will confront more 
effective ways of understanding ourselves and the world around 
us. But traditionally, natural science has suppressed awareness 
of ignorance. A counter influence has been the writings of 
Australian behavioral scientist Michael Smithson, one of the 
speakers, whose recent (1989) book Ignorance and Uncer
tainty: Emerging Paradigms, was a backdrop to the session. 
Focusing on ignorance is relatively new. This particular AAAS 
session will increase, to some degree, interest in deliberately 
examining what we don't know. 

Which of course is exactly what these columns on Questions 
in Fluid Mechanics are all about. Most fluid dynamicists would 
unhesitatingly agree that there is far more about fluid dynamics 
that we don't know than what we do know. 

This brings us to touch on biological fluid mechanics, which 
offers an array of engineering solutions far more subtle and 
far more vast than anything we have achieved. The following 
few questions about swimming animals large enough to use 
inertial propulsion are a minuscule tapping of biological clues 
to deeper understanding of fluid mechanics. A fuller set of 
such questions is referenced in the electronic Questions in Fluid 
Mechanics Newsletter II-1, available on request from 
qbank@jade.tufts.edu. 

Appreciation for suggestions is expressed to Niel Bose, Den
nis Bushnell, Joseph A. C. Humphrey, John Lienhard, Jr., 
Ronald Panton, Michael Smithson, and Steven Vogel. The 
Journal welcomes submission of drafts for future questions 
columns. 

'Mechanical Engineering Department, Tufts University, Medford, MA 02155. 
Fellow ASME. 

Questioning How Large Animals Swim 

How do fish stop? Small fish stop and start easily, as does a 
rower by reversing oars. Large fish, not able to stop quickly, 
are like ships, avoiding collisions when they have enough room 
not by reversing engines but by steering. There has been some 
work on fish starting, but little if any research on the transient 
techniques for stopping. 

How do dolphin and ray fin cross-sections compare? Are they 
at all similar to the good NACA airfoil sections? They both 
appear to have highly developed propulsive foils, thick, with 
heavy skin surfaces, but come from drastically different ev
olutionary histories.There has been little work on natural foil 
sections. 

Does the scalloped geometry of large-ocean-animal hydrofoils 
represent an evolved feature that increases propulsion effi
ciency? The large variety of shapes of fins and tails of fish 
and swimming mammals has had some study, e.g., shark tails, 
but their functioning in swimming and maneuvering has only 
begun to be explored. 

Do the roughness elements of sharkskin reduce drag, as riblets 
do for man-made surfaces? The success of the 3-M adhesive 
riblet tapes in reducing drag has led to curiosity, as yet un
resolved, about whether there are comparable animal surfaces. 

In what ways, if any, can submerged swimming animals exploit 
a calm water surface? A swimming fish close to the surface is 
followed by a set of surface waves unlike that associated with 
a moving body that pierces the surface. Is this wave packet 
necessarily an energy drag on the fish, or can there be an 
offsetting surface effect, caused, for example, by vortex im
ages? Little attention has been paid to exploitation of the liquid 
surface by submerged animals. 

Do large whales take advantage of wave energy for propulsion, 
and did whaleboats tow whale carcasses head first to exploit 
a propulsive effect of waves on the flukes? It is interesting 
that a dead whale in a moderate sea will propel itself at about 
one knot. The Whale Research Group at the University of 
Newfoundland is working on these questions, with both live 
and dead whales. 

How does the water strider propel itself? Small enough to 
support itself by surface tension, but large enough to generate 
waves, the insect can move rapidly on fresh water. Just how 
is not well understood. 
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U.S. Competitiveness: A Fluid Engineer's Viewpoint 

Column 2—A Business/Industry Perspective on Closing the 
Technology Assimilation Gap 

by Michael J. Werle1 

Background 
The first two articles in this sequence have framed this topic 

and delineated the principal characteristics of the situation as 
follows; technology assimilation toward products is being se
verely impeded due to attributes systemic in our political/ 
social/economic systems today., i.e., we have a severe tech
nology assimilation gap. The current article seeks to begin the 
process of turning attention away from what has been previ
ously identified as wrong in our system toward what we might 
do about the situation, i.e, what should or could we collectively 
do to improve the assimilation rate and, thus, the productivity 
in the United States. Two more such articles in this series are 
scheduled, one each focusing on academic and government 
perspectives. 

I begin by first admitting to a degree of uneasiness speaking 
for all of "business/industry," and even speaking as a rep
resentative of my own corporation. Thus, I prefer to take the 
position of an individual member of the fluids engineering 
profession, giving his views on the topic, guided by input from 
peers. However, I do have reason to feel somewhat uniquely 
positioned to give this perspective, and I will begin by sharing 
with you an interesting bit of data that I have gathered over 
the period of my career. I have been fortunate to spend a 
significant amount of time in each of the three constituent 
communities: academia, government and business/industry. 
In each of these, I found that they were able to clinically prove 
that it is the other two that are the source of this problem. I 
will now try to present what I think is a balanced approach 
to addressing the situation. 

Significance of the Issue: It is About Competitiveness 
It is worth devoting some space to discussion of the signif

icance of the issue as viewed from the business/industry po
sition. Certainly, one of the most important dynamics playing 
out in our environment today is the shift away from defense-
oriented activities. This has special significance to the fluids 
engineering community, since a very large part of its research 
and development activity is in support of defense-oriented 
technologies. Above and beyond that, though, is the clear issue 
that our very existence in the competitive marketplace on a 
worldwide basis is under extreme pressure, and, as such, de
mands that we find a way to more quickly move technology 
across the assimilation gap. This whole issue of intense, albeit 
respectful competition, is the new reality that must be dealt 
with within our society and business communities. It is unlikely 
to disappear, and if anything, is likely to get more intense in 
the near future. This, then, is not a topic that we can choose 
to ignore without concern. 

My goal here is to suggest a possible path for action that 
might lead to improved technology assimilation in the United 
States. My conclusion, that I hope to support in the following 
paragraph, is that we must create a politically safe standing 
forum for interaction among the three principal communities, 
business/industry, academia and government, so that they can 
act collegially to address the issue. In this article, I will describe 
the first step for our group of three to take together across 
the assimilation gap. 

'Director for International and External Programs, United Technologies Re
search Center, East Hartford, CT 06108. 

The Core Issue: Business Pull Versus Technology Push 
My approach is to cause intense focus of our energies to 

make that one magic something happen to start the process 
of bridging the assimilation gap. The general starting position 
that I take, based on my experience in industry, is well depicted 
in Fig. 1 which delineates the technology gap between basic/ 
applied research and those products and services that business/ 
industry must deliver to its customers. This pictorial is meant 
to represent the.process.by which a multiplicity of research-
generated ideas/concepts are first culled to a single opportunity 
which must then move through continuously increasing effort/ 
cost phases and over staging hurdles to become a successful 
Product and/or Service. Movement to the right of this figure 
represents significant increases in both investment and risk 
which can only be justified in terms of anticipated return on 
such investments from the "business" end of the process. It 
is for this reason that the assimilation gap can only be crossed 
with a significant amount of business pull from the Products 
and Services end, and that technology push from the Research 
end, while a worthy attempt, has proven both frustrating and 
futile. 

Some Basic Definitions: Clarifying the Vocabulary 

To proceed we now need to break the problem down into 
a few basic elements (as shown Table 1), the first of which is 
to delineate the difference between technology transfer and 
technology transport. Technology transfer is generally agreed 
to by those who write on the subject to be the process of 
maturation from the basic/applied level to the development 
of products. Note, however, that there are a significant number 
of people in the technical community who use the words "tech
nology transfer" to describe the process of moving technology 
from one place (or unit) to another. This latter activity, I 
believe, must be defined as technology transport, a different 
arena with equally difficult problems. However, for the pur
poses of the current discussion, we want to make sure we stay 
clearly focused only on the transfer of technology across the 
gap (maturation cycle) from research to product. 

Additionally, as indicated in Table 1, we have to understand 
that when we talk on this topic, there is a wide range of 
technology categories from which we need to choose our areas 
of focus. For current purposes, I submit that only two of these 
can be of interest to us here, those activities under Basic and 
Emerging technologies. The logic goes as follows. Technologies 
in the Key category are those that represent competitive dif
ferentiators for industry in the marketplace, and, as such, are 
not likely to present opportunities for synergy or open dia
logue. Clearly, those technologies in the Obsolete category, 
again, are unlikely to be an area where people are willing to 

DEFINING THE PROBLEM 

Fig. 1 

Journal of Fluids Engineering MARCH 1993, Vol. 115/3 
Copyright © 1993 by ASME

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Terminology 

• Technology Assimilation Dimensions 
- Technology Transfer: moving from R thru D 
- Technology Transport: moving from unit A to B 

• Technology Categories 
- Basic : required to be in the business 
- Key: provides competitive advantage 
- Emerging :new technologies.could become key 
- Obsolete : superseded technologies 
- Incidental: owned but not used in company's products 

invest significant monies and/or energies. Incidental technol
ogies fit into this same low-interest category but for obviously 
different reasons. 

That then leaves, first, the area of Basic Technologies which 
are those necessary for virtually everyone in the "fluids" busi
ness, and for which improvements can be shared quite freely 
on a non-competitive basis. Similarly, Emerging Technologies 
offer an opportunity because they are in the pre-competitive 
phase of interest, and while causing certain anxieties about 
their eventual movement to the Key technology arena, present 
an area where value can be added and shared by the fluids 
community-at-large. 

Focus For Action 
For current interest then, we must stay focused on the area 

of the transfer of technology (as opposed to transport) across 
the assimilation gap from basic research to products and serv
ices with our attention directed at enhancing the process for 
Basic and Emerging technologies. 

Roles of the Three Constituencies 
We are now in a position to delineate a role for the three 

principal constituents within the tight framework sketched out. 
I believe that it is industry's role to delineate the level of 

business pull that exists for specific Basic and Emerging Tech
nologies in fluids engineering. The result would be a published 
list of those Basic and Emerging Technologies for which in
dustry saw specific need (i.e., for which business pull likely 
exists), and thus would be inclined to support in some fashion. 

The academic research community then should guide its 
research into those identified arenas thereby contributing to a 

more rapid movement across the assimilation gap and posi
tioning themselves for contributing to industry's needs in the 
more proprietary key technology categories. Additionally, I 
think that it would be worthy of the "teaching side" of the 
academic community to begin to capture the essence of this 
concept of relating technology development to business needs 
and bringing the student population, i.e., the next generation 
of engineers, up to speed on the concept. 

As to the government's role, it should be prepared to fa
cilitate this process by providing funding support of the aca
demic institutions in those specific areas so identified. Just as 
importantly, government agencies should establish policies and 
participation mechanisms for the government labs to be brought 
into this line of thinking. 

The First Step 
This, then, brings us to the point of proposing the first step 

of an action plan to help the process along. To this end, I 
believe the ASME (and perhaps its peer AIAA) to be uniquely 
positioned to be a prime facilitator of the process and to create 
a means by which we can take that important first step. In 
particular, I think it would be useful and appropriate to create 
a forum to spawn teams charged with the creation and pub
lication of the Basic & Emerging Fluids Technology List. These 
teams, with membership from government, academia and in
dustry would meet regularly to update and exercise custodial 
responsibility for the lists. The Journal of Fluids Engineering 
would publish yearly updates of the list and sponsor workshops 
to better inform the research community on each topic, most 
likely at the winter annual meeting or its like. With such lists 
in hand the sponsoring agencies could then solicit research 
packages in said areas knowing that the results would be more 
easily assimilated across the technology gap because of in
dustry's predisposition on such. Additionally, one would ex
pect an improved tendency on industry's part for cost sharing 
participation of the basic R&D efforts as well as follow-up 
support as the technology began its migration toward the prod
uct/services end of the gap. 

Once this program was successfully installed and demon
strated, I believe a basis for building (or rebuilding) a level of 
trust and credibility among the three constituent communities 
will result—which, in turn, should lead to identification of 
further collective steps to be taken to further bridge the as
similation gap. 

From here, the process is only limited by the imagination 
of the interested parties. 
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Perspective: Systematic Study of 
Reynolds Stress Closure Models in 
the Computations of Plane Channel 
Flows 

(Data Bank Contribution*) 
This paper investigates the roles of pressure-strain and turbulent diffusion models 
in the numerical calculation of turbulent plane channel flows with second-moment 
closure models. Only high Reynolds number models are considered. Three turbulent 
diffusion and five pressure-strain models are utilized in the computations. The main 
characteristics of the mean flow and the turbulent fields are compared against 
experimental data. All the features of the mean flow are correctly predicted by all 
but one of the Reynolds stress closure models. The Reynolds stress anisotropics in 
the log layer are predicted to varying degrees of accuracy (good to fair) by the 
models. It is found that, contrary to previous assertions, wall-reflection terms are 
not necessary to obtain the correct Reynolds stress anisotropy in the log-layer. The 
pressure-strain models determine the level of anisotropy in the log-layer, while the 
diffusion models strongly influence the rate of relaxation towards isotropy in the 
outer-layer. None of the models could predict correctly the extent of relaxation 
towards isotropy of the streamwise and lateral components of the Reynolds stresses 
in the wake region near the center of the channel. Results from direct numerical 
simulation are used to further clarify this behavior of the models. 

1 Introduction 
Second-moment turbulence closure models first appeared 

about four decades ago with the proposal of a simple linear 
model for the pressure-strain correlation by Rotta (1951). 
Models with increasing complexity and sophistication have 
followed. The milestones are the works of Daly and Harlow 
(1970) (denoted DH), Hanjalic and Launder (1972) (denoted 
HL), Launder, Reece.and Rodi (1975) (denoted LRR), Shih 
and Lumley (1985) (denoted by SL), Fu, Launder and Tsele-
pidakis (1987) (denoted by FLT), and Speziale, Sarkar and 
Gatski (1991) (denoted by SGG). Speziale (1991) has recently 
reviewed this hierarchy of closure models. The earlier models 
(DH, HL, and LRR) propose approximations for the pressure-
strain correlations which are linear in the Reynolds stresses, 
whereas the latter models (SL, FLT, and SSG) use nonlinear 
terms for these correlations. Although second-moment closure 
models have a sounder theoretical basis than eddy-viscosity 
based models such as the k-e model, their superiority in pre
dictive ability has not been demonstrated in a consistent and 
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paper, see instructions on p. 189 of this issue. 
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systematic manner. Most of the models were derived with the 
use of homogeneous flow assumptions and the original ap
plications have emphasized the prediction of homogeneous or 
nearly-homogeneous flows. There is a need for systematic stud
ies in which the models are applied to flows with increasing 
complexity which are of practical importance, and the com
puted results compared to experimental data and results ob
tained with two-equation models, with the goal of establishing 
their capabilities and inadequacies. It is more usual to see a 
quantum leap in the application of the models to calculate 
highly complex two- and three-dimensional flows (Amano and 
Goel, 1987; Demuren, 1992). From the point-of-view of 
developing turbulence models, such as exercise is usually in
conclusive since the performance of the models in the (inhom-
ogeneous) elementary or component flows is not well known. 

The present study is the first stage of an attempt to bridge 
this gap. The pressure-strain models tested here are: the quasi-
isotropic model of LRR with and without wall-reflection terms, 
the models of SSG, SL, and FLT, all without any special wall-
proximity treatment. Three formulations for the diffusion terms 
are also examined. These are proposals by DH, HL, and MH 
(Mellor and Herring, 1973). The first has been criticized for 
violating the symmetry of indices in u-,UjUk (the triple velocity 
correlation) but is still widely used because of its simplicity. 
The last two preserve this symmetry in the indices of utUjUk. 

The test problem is the fully developed plane channel flow 
at high Reynolds number. Surprisingly, it was difficult to find 
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Fig. 1 Geometry and coordinate system for plane channel flow 

complete sets of experimental data which fulfill the following 
requirements: high Reynolds number, high aspect ratio, long 
development length, and high accuracy and consistency. Comte-
Bellot (1965) presented data at very high Reynolds numbers 
but these showed an inexplicable Reynolds number depend
ence. Channel flow data by Clark (1968) also showed an ex
cessive dependence on Reynolds number, and values of the 
normalized turbulent kinetic energy k/U] appeared to be too 
high in the near wall region. Laufer (1951) presented data for 
a 12:1 aspect ratio channel at Reynolds numbers (based on 
bulk mean velocity and half-width) in the range 10,300 to 
52,000 taken at 86 half-widths from the inlet. Hussain and 
Reynolds (1975) suggested that this length would be insufficient 
for full development of the turbulence field. They presented 
measurements at 450 half-widths to support this, but their data 
set was incomplete since only the longitudinal normal stress 
component was given. A review of duct flow measurements 
by Klein (1981) supports their assertion. Nevertheless, Laufer's 
data represent then the best compromise, and hence was used 
to construct the anisotropy stress tensor components to which 
the present model computations are compared. It was supple
mented with direct simulation results of Kim, Moin and Moser 
(1987) (denoted as KMM), and Kim (unpublished), in order 
to explore more detailed features of the turbulence fields in 
comparison to the turbulence models. 

2 Mathematical Formulation 

2.1 Mean Flow Equations. The Reynolds-averaged mean-
flow equations for steady, incompressible turbulent flow can 
be written in Cartesian tensor notation as: 

Continuity 

dUj 

dXj 

Momentum 

d 1 dP d 
— (U,U,) = — — + — 
oxt p ox, OX/ 

H fdUi dU, 
-u-,u, + -1— + — 

p \ OX) OX, 

(1) 

(2) 

where x,= (xu x2, AT3) represent the Cartesian coordinates, £/,• 
= (U\, U2, t/3) the Cartesian mean velocity components, P 
is the pressure, p, the molecular viscosity, and p the density. 
Einstein's summation rule for repeated indices is utilized. 
UjUi (with / = 1 , 2, 3, and 1=1, 2, 3) represents the six com
ponents of the Reynolds stress tensor R,7 which must be de
termined by the turbulence model. 

If, in the fully developed plane channel flow, the walls are 
in the (1-3) planes as shown in Fig. 1, then b/dxi = d/dx3 = 0 
in Eqs. (1) and (2). Also, the Reynolds stress tensor R,7 will 
have_only 4_nonzero components; the three diagonal elements 
u\, u\ and u\ which represent the normal stresses, and one off-
diagonal element UJui which represents the shear stress. 

2.2 Reynolds Stress Equations. The transport equations 
for the Reynolds stress components can be written for high 
Reynolds number turbulent flow in Cartesian tensor notation 
as: 

where D,7 is the diffusion, P,y- is the production, 77; is the 
pressure-strain correlation, and ey is the dissipation rate. 

The production term is Pu= -Ujuj (dUj/dx/) -Wjui (dU,/ 
dx/); and the dissipation is assumed to be locally isotropic so 
that e,v= 2/3 5,7e, where e is the dissipation rate of the turbulent 
kinetic energy k, to be determined from the solution of a 
transport equation (to be presented in a later section), and 5y 
is the Kronecker delta. However, FLT attempts to account for 
anisotropy in the dissipation, as will be discussed in a later 
section. 

The models for D,j and T,7 are the subjects of the present 
study. 

2.3 Diffusion Models. The three diffusion models ex
amined are based on the proposals of DH, HL, and MH. They 
are written in tensor form as, 

Du={Tijk)_k (4) 

where ()ik represents the first derivative with respect to xk, and 
Tuk is given by: 

DH: - TiJk = cs, - [ uku, (w, w,),,] (5) 

dx/ 
(UiU/Uj) = D,j + P,j + nj - eh (3) 

HL: -TUk = cS2-[UjUi(UjUk)j+UjUi(ukui)i,+ ukUi(uiUj)j] 

(6) 
if 

MH: - Tljk = cS3 — [(UjUj)jk+ (u,uk)j+ (ujUk)j] (7) 

with csl = 0.22, Cj2 = 0.11 and cs3 = 2/3cs2. These are essentially 
gradient diffusion models in which DH and HL have non-
isotropic diffusion coefficients, but that for MH is isotropic. 
HL and MH diffusion models preserve symmetry in the indices 
but the DH model does not. In a general three-dimensional 
flow, the HL model requires the evaluation of 27 derivatives, 
whereas the DH and MH models each contain only 9 deriv
atives. For developed thin shear flow with (),i = (),3 = 0, the 
diffusion terms are assembled in Table 1. These models result 
in expressions for the diffusion of k which are different from 
those usually given in two-equation models. 

2.4 Pressure-Strain Models. Five models for the pres
sure-strain correlation are examined in this study. These are 
the quasi-isotropic version (model 1) of LRR, with and without 
wall-proximity treatment, the dynamical-systems based model 
of SSG, and the non-linear models of SL and FLT, both of 
which are derived from realizability constraints. The LRR 
model without wall treatment is denoted by LRRNW in this 
paper. In their model 1, LRR proposed to account for wall-
proximity effects by making coefficients in the equations func
tions of the average distance from walls. In the simpler version 
(model 2) usually called by Gibson-Launder model, they are 
treated as wall-reflection terms. It should be noted that these 
wall-reflection terms are not near-wall corrections in the con
ventional sense, since they are applicable to the fully turbulent 
region beyond the viscous sublayer and the buffer zone, and 
they still have significant contributions at the center of the 
channel. However, there is uncertainty as to how rapidly the 
functions should decay with distance from walls, or how to 
estimate average distance from walls in complex geometries. 
Hence, it is now generally accepted that the need for wall-
proximity treatment is an undesirable feature in a pressure-
strain model. The comparison between LRR and LRRNW 
serves merely to show the dominant role wall reflection terms 
may play in determining the anisotropy levels. 

The primary question that we address in this study is how 
do the sophisticated Reynolds stress models perform in a 
"building block" inhomogeneous shear flow such as channel 
flow. We are interested in evaluating the performance of these 
high Reynolds number models in a region (.y+>200) away 
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Table 1 Diffusion terms Z)y for developed thin shear flow 
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from the wall—an issue separate from near-wall turbulence 
modeling. Therefore, the same wall-function treatment is used 
to bridge the near-wall region in all the models considered 
here. 

The pressure-strain models can be written in terms of the 
anisotropy tensor b,j= (UjUj/lk- 1/35,y), the rate of strain 
tensor, Sij=\/2(dUi/dXj + dUj/dXj), the rotation tensor W-,j 
= l/2(dUj/dXj-dUj/dXj), and the rate of production of tur
bulent kinetic energy Pk in the general form: 

-!r,j= a0eb,j + aie(bikbjk- 1/31%) +a2kSij + a1Pkbu 

+ k{a4( bikSjk + bjkSik - 2/3 8,jbk,Ski) + as (bikWjk + bJk Wik) 
linear terms 

+ a6 (bikb,kSj, + bJkb,kS„ - 2bkjbijSkl) + a-, (bikb,k Wjt + bJkb,k W„) 
quadratic terms 

+ as [b nib m (bik Wjk + bjk Wik) + 3b,„jb„j (bmk Wnk + b„k Wmk) ]} 
(cubic terms) 

(8) 

The model coefficients a0...a8 may be, in general, functions 
of the invariants of the anistropy tensor. The corresponding 
relations for the five pressure-strain models are presented in 
Table 2. 

In the table, / is a wall-proximity function which takes a 
value of unity in the fully turbulent region near a wall and 
zero in a flow free from walls. LRR proposed a linear decay 
for/ , but Demuren and Rodi (1984) found the wall effect too 
strong near the center of the channel, hence they prefer the 

quadratic form used in this paper. ll( = b/kbki) and 
III( = bjkbkmbmi) are, respectively, the second and third invar
iants of the Reynolds stress anisotropy tensor and RT is the 
turbulent Reynolds number. The constants cM and K take the 
standard values 0.09 and 0.42, respectively. 

The first line in Eq. (8) contains a mixture of terms repre
senting both "slow" and "rapid" contributions to the pres
sure-strain correlation. The first term is the usual Rotta term 
for the return to isotropy. All the models have this term, which 
has a constant coefficient in the LRRNW and SSG models, 
but is a function of the wall-proximity variable in the LRR 
model, and a function of the invariants in the SL and FLT 
models. In the latter, the particular forms are derived to ensure 
that the turbulence remains realizable in the two-component 
limit as the wall is approached. Such a condition is never 
approached in the present study since the integration is not 
performed all the way down to the wall. In the FLT model, 
unlike all the other models, this term does not contain the full 
return to isotropy term, since the value of the coefficient a0 

may become less than 2 when the second invariant II gets very 
small. The remaining contribution, which ensures the return to 
isotropy is contained in their approximation for e/j (= 2/35// 
+ [2-2Fl/2]bjje). The treatment corresponds more nearly to 
the usual practice if the second part of this expression is com
bined with the return to isotropy term. Only the SSG and FLT 
models have a non-linear contribution to the return to isotropy. 
The last two terms on the first line are contributions to the 
"rapid" part, the first of these is a linear term and the second 
is quadratic in 6,7, since Pk itself is linear in bu. The major 
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contributions to the "rapid" part of the pressure-strain cor
relation are those collection of terms in line 2 to 4 of Eq. (8). 
All models contain the linear terms. Only the SL and FLT terms 
contain the quadratic terms and only the FLT model has terms 
which are cubic in the anisotropy stress tensor. 

2.5 k-e Model. Calculations were also made with the 
standard high-Reynolds number form of the k-e turbulence 
model. The equations for k and e can be expressed in tensor 
notation as: 

^-(U,k)=Dk + Pk-e (9) 
axi 

i^)=D<+c4p*-c4 (10) 

In the standard form of the model the terms Dk and De are 
approximated by gradient diffusion relations as: 

Dk = ̂ (-k\ (11) 

A = | ( T 6 ' ' ) (12) 

These equations are routinely solved, even when the interest 
is only in the solution with the second-moment closure models. 
The equation for e is of course required for closure. The trace 
of the Reynolds stresses should be equal to 2k, so that the 
solution of the ̂ -equation is redundant. It serves, in this study, 
solely as an additional check for the convergence and the con
sistency of the solution. Thus, it was required that half the 
trace of the computed Reynolds stress distributions should 
agree with the computed distributions of k to within 0.2 per
cent, at every point in the flow. For consistency in this case, 
Dk must take the forms given in Table 1. The emphasis in the 
present study is on the models for the pressure-strain corre
lation and the turbulent diffusion, so the use of anisotropy 
diffusion coefficients in the e-equation, as proposed by HL 
may becloud the issue. The empirical constants in Eqs. (9)-
(12) are: a* =1.0; cr£=1.3; cel = 1.44; c£2=1.92. 

Note that some authors propose variations to the e-equation 
with different values for the model coefficients and different 
forms for the diffusion term De. The question arises as to 
whether such differences change the equilibrium Reynolds stress 
anisotropies in the log-layer. Consider the Reynolds stress 
equation in the fully developed, incompressible channel flow 

£>y+ Py+»•(,- | €«y = 0 (13) 

In the log-layer, where diffusion can be neglected and (13) 
becomes 

2 
Pij+T'jj--e5u = 0 

or 

- + ̂ - ^ = 0 (14) 
e e 3 

All the models for 7r,7 are of the form iry/e =f(bu, Sk/e) in a 
simple shear flow. Since Pk = e in the log-layer, we have Sk/ 
e = - 1/(2&12), and thus iru/e=f(bu). Similarly, Pu/e = g(bjj, 
Sk/e) =g(bij). Thus, Eq. (14) becomes an algebraic equation 
for b-,j independent of e. Consequently, the anisotropy tensor 
b,j in the log-layer is independent of the form and coefficients 
of the e-equation. Note that by is determined completely by 
the form of the pressure-strain model and should be constant 
if there is no explicit y dependence in the model. This result 
is confirmed by computations with the SL pressure-strain model 
in which the form of the e-equation is taken from Shih et al. 

(1991). In comparison to the present results, obtained with the 
standard e-equation, by values in the log-layer are the same. 
Near the center of the channel, they differ by less than 2 
percent. Mean streamwise velocity values and the wall shear 
stress also differ by less than 3 percent. The maximum change 
for any variable is found near the center of the channel where 
e increases by 25 percent, and k decreases correspondingly by 
11 percent. 

2.6 Solution Procedure. The problem, as formulated, is 
strictly one-dimensional, but a two-dimensional TEACH-type 
code which solves the full, time-averaged, Navier-Stokes equa
tions is utilized, in order to ease extension to other flow cases 
in future studies. The redundant terms are simply set to zero 
in the present study. The standard hybrid (upwind/central) 
differencing for the convection terms and central differencing 
for the different terms, used in the original TEACH code, are 
accurate enough for the present work since the flow is parallel 
to one set of grid lines. Initial conditions for the mean flow 
and turbulence stresses are taken from the simulation data of 
Kim, Moin and Moser (1987), but these are scaled up to yield 
an effective Reynolds number (based on bulk mean velocity 
and half width) of 5.2 x 104, to coincide with the highest Reyn
olds number of Laufer's experiments. The computed results 
(normalized with UT) are similar to those obtained (Demuren 
and Sarkar, 1992) at a higher Reynolds number (~4xl05). 
Computations are performed for half of the channel from the 
lower wall to the mid-plane. The calculations use 32 grid points 
in the transverse direction and sufficient lengths (over 400 half 
widths) in the longitudinal direction to ensure full flow de
velopment. Computations with twice as many points in each 
direction do not produce significantly different results, pro
vided that the value of y+ at the node nearest to the wall is 
the same. For example, in computations with the SSG model 
on both grids, the mean flow velocity has exactly the same 
distribution. The levels of the Reynolds stress anisotropy differ 
by less than 0.5 percent, and the turbulence kinetic energy 
levels at the center of the channel differ by about 1.5 percent. 
The objective of this work is to compare the behavior of various 
pressure-strain and diffusion models, so the computations are 
for the high Reynolds number flow region only, in which the 
viscous sublayer is not resolved but is bridged using the stand
ard wall-function method. Along the line of nodes nearest to 
the walls (y+~ 30) local equilibrium is assumed: The streamwise 
velocity component is specified based on the logarithmic ve
locity of the walU U+ = l/« In y+ +5.0); k= U?/c1/2; e = U]/ 
(KJO; M?= 1.07 *:;«! = 0.41 A:; «3 = 0.52£; Ml«i= -0.30 A:. These 
boundary conditions represent the correct near-wall properties 
in a channel flow. Low Reynolds number near-wall models 
such as those reviewed by So et al. (1991) will not contribute 
anything to the present study. Those models are really useful 
in calculations of wall-bounded flows with complicating effects 
such as transition, relaminarization, curvature, rotation, heat 
transfer, etc., where there is usually no universal log-law be
havior. The specification of the second set of boundary con
ditions is that the first derivative of all dependent variables is 
set to zero normal to the symmetry plane. 

3 Results and Discussion 
The results of the computations to test the turbulent dif

fusion models are compared to results obtained with the k-e 
model and experimental data in Figs. 2-4. For each of the 
computations with the second-moment closure the pressure-
strain correlations are modelled with the SSG form, but the 
three diffusion models given by Eqs. (5)-(7) are used. Profiles 
of the streamwise velocity are presented in semi-logarithmic 
form in Fig. 2. All the profiles agree very well with the log-
law (U+= \/K In j>+ + 5.0) in the inner layer. The results with 
the k-e model display a pronounced wake region, but the sec
ond-moment closures give only a small wake region. Since the 
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°sy Fig. 3 Comparison of components of the Reynolds stress anisotropy 
Fig. 2 Comparison of velocity profiles computed with the SSG pres- tensor computed with the SSG pressure-strain model and three diffusion 
sure-strain model and various diffusion models to the log-law models to experimental data of Laufer (1951) 

channel flow has a favorable pressure gradient, the wake region 
is of course much smaller than that for a flat plate boundary 
layer. Measurements by Clark (1968), Laufer (1951), and Hus-
sain and Reynolds (1975) also show a very small wake region. 
Hence, the velocity profiles are well predicted by all the dif
fusion models. Another test of the diffusion models is in the 
prediction of the Reynolds stress anisotropy tensor in the re
laxation region 0.1<y/8< 1.0. Figure 3 compares these results 
with the data of Laufer for the 4 nonzero components. As 
seen in the 11 and 22 components, the MH model produces 
the strongest rate of relaxation towards isotropy as the center 
of the channel is approached, and it gives the best agreement 
with experimental data. The DH model shows little change in 
the anisotropy level between the log-layer and the center of 
the channel. The results for the HL model lie somewhat be
tween the other two. For the 33 component, the DH model 
shows slightly better agreement with the data. These results 
can be explained by considering order of magnitude estimates 
of the diffusion terms given in Table 1. DH and HL models 
have coefficients csi and cs2 which are, respectively, 3 and 1.5 
times larger than that for the MH model. But they are modified 
by anisotropy coefficients, the most significant of which is 
Wi/k, with a value 0.4 in the log-layer. Order of magnitude 
estimates then show that the diffusion terms for u\ are roughly 
equal, but for wj, the MH model yields a diffusion term which 
is about 2.5 times greater than that for the DH model and 1.7 
times greater than that for the HL model. The budgets of the 
Reynolds stresses from the present study (not shown) and from 
the DNS data of Kim (unpublished), show that the diffusion 
of the normal stresses are positive in the central part of the 
channel (j>/5>0.5) while the diffusion of the shear stress is 
negative. Thus, an increase in the diffusion of u\ would increase 
u\ and move b22 closer to zero, thereby reducing the anisotropy, 
if w? and H| are not correspondingly increased. This is the case 
here, since the diffusion_models, yield magnitudes which are 
more nearly equal for u\ and u\. Therefore, the MH model 

which has the largest diffusion term for u\ produces the fastest 
rate of relaxation towards isotropy and the best agreement 
with experimental data. Similar order of magnitude estimates 
can be used to explain the results for bi3 and 612. Since the 
diffusion of uxu2 is negative, a higher magnitude will produce 
a lower value of bi2. The comparisons of the predicted tur
bulent kinetic energy are presented in Fig. 4. The predictions 
are in reasonably good agreement with the data. The slight 
differences between the predicted results can also be explained 
by the aforementioned order of magnitude estimates. 

The predictions with the five pressure-strain models are com
pared in Figs. 5-7. The MH model for the turbulent diffusion 
is used in each case. Figure 5 shows that all models except the 
SL model give reasonable prediction of the mean streamwise 
velocity profile in agreement with the universal logarithmic 
law of the wall. The explanation for this can be found in Fig. 
6 and Table 3. The main requirement for the correct prediction 
of the mean velocity is that the model should yield an accurate 
distribution of the shear stress. The latter is related to the bi2 
component of the Reynolds stress anisotropy tensor. Table 3 
shows that this component is reproduced fairly accurately by 
all but the SL model. In the inner core of the flow (>>/5<0.8) 
the SL model underpredicts bi2 by about 30 percent. Now, in 
the equilibrium layer for thin shear flows the ratio of pro
duction to dissipation is given by: 

P" 0 1 . S k 

— = - 2 6 , 2 — 
e V e 

(15) 

and since Pk/e is approximately unity the normalized shear 
rate (Sk/e) is inversely proportional to bl2. Underprediction 
of b\2 will produce excessive shear rate and hence a poor ve
locity profile. Experimental and DNS data suggest that Sk/e 
should be equal to about 3.3 in the inner layer. Most of the 
models predict values in the range 3.0-3.5, but the SL model 
predicts values of around 4.3. The latter is not surprising since 
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Fig. 4 Comparison of profiles of the turbulent energy computed with 
the SSG pressure-strain model and various diffusion models to exper
imental data of Laufer (1951) 
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Fig. 6 Comparison of components of the Reynolds stress anisotropy 
tensor computed with the MH diffusion model and various pressure-
strain models to experimental data of Laufer (1951) 
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Fig. 5 Comparison of velocity profiles computed with the MH diffusion 
model and various pressure-strain models to the log-law 

y/> 
Fig. 7 Comparison of profiles of the turbulent energy computed with 
the MH diffusion model and various pressure-strain models to experi
mental data of Laufer (1951) 
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Tabie 3 Comparison of predicted Reynolds stress anisotro
pics in the log-layer to experimental data of Laufer (1951) 

bu 
b22 

£33 
bl2 

LRR 

.16 to .21 
- . 1 3 to - . 1 7 

- . 0 4 
- . 1 6 

LRRNW 

.13 
- . 1 0 
- . 0 3 
- . 1 8 

SSG 

.20 
- . 1 3 
- . 0 7 
- . 1 6 

SL 

.10 
- . 1 0 

.00 
- . 1 2 

FLT 

.14 
- . 1 0 
- . 0 4 
- . 1 6 

EXPT. 

.18 to .25 
- . 1 5 
- . 0 8 
- . 1 7 

Speziale and Mac Giolla Mhuiris (1989) had reported that the 
SL model predicts equilibrium values, in homogeneous shear 
flow, of bi2 and Sk/e of -0 .12 and 6.93, which are, respec
tively, lower and higher in magnitudes than experimental values 
by about 20 percent. The channel flow is of course not a 
homogeneous shear flow but there are some similarities. For 
example bjj and Sk/e have constant values in both the log-
layer of the channel and the equilibrium homogeneous shear 
flow. 

The comparisons of the normal components of the Reynolds 
stress anisotropy tensor in Fig. 6 are even more instructive. A 
comparison of results obtained with the LRR model to those 
with the LRRNW model shows the effects of the wall-reflection 
terms. They produce a significant increase in the anisotropy 
of 11 and 22 components, with little effect on the 33 com
ponent. Although the increase in anisotropy is strongest near 
the wall, it remains pronounced even at the center of the chan
nel. This is contrary to expectation. The dilemma is how to 
devise a function for the wall reflection effects which decays 
at the right rate away from the wall that would also be general 
enough for application to more complex flows. Better still, the 
model should not require wall reflection terms. 

If we consider the level of anisotropy in the inner layer, the 
SSG model (dash-dot curves in Fig. 6) gives the closest pre
dictions of bu, bji, and &33. The LRR model gives reasonable 
predictions for bu and b22, but not for 633. Both these models 
are relatively simple, without the quadratic and cubic terms in 
Eq. (8). Their good performance is probably due to their su
perior calibration for homogeneous flows. The SSG model was 
calibrated in a dynamical systems approach using data from 
the nearly-homogeneous shear flow experiments of Tavoularis 
and Corrsin (1981). The LRR model was calibrated with the 
earlier (and probably less reliable) experimental data for nearly-
homogeneous shear flow of Champagne, Harris and Corrsin 
(1970) and the wall-reflection part of the model used a con
sensus of near-wall data. It is surprising that the FLT model 
which contains both the quadratic and cubic terms in Eq. (8) 
does not give predictions which are superior to the much sim
pler models. Furthermore, £>33 shows an increase in anisoptropy 
towards the center of the channel. Perhaps the calibration of 
the model is to blame. Numerical experiments indicate that 
the level of anisotropy in the 11 and 22 components can be 
increased by increasing the magnitude of the coefficient of the 
cubic terms, a8 in Eq. (8). However, this produces little effect 
on the 33 component. Again the predictions by the SL model 
of bn and b2i in the channel flow are much lower than in the 
experiments. Correspondingly, £>33 is much too high. Such un-
derprediction of b\\ and bn has also been observed in homog
eneous shear flow (Speziale and Mac Giolla Mhuiris, 1989). 
The values of the Reynolds stress anisotropy tensor in the log-
layer are summarized for all models and the experimental data 
in Table 3. 

A notable feature of the predictions is that the models do 
not fully reproduce the rapid relaxation towards isotropy (es
pecially in bn and 633) in the outer-layer (j>/5>0.75) in re
sponse to the relaxation in the shear rate. Figure 8 shows a 
comparison of the profiles of Sk/e obtained from the DNS 
results of Kim (unpublished), and predictions with the k-e 
model and the SSG Reynolds stress closure model. These all 
show that Sk/e is nearly constant in the inner layer and starts 
to decay rapidly beyond y/5 = Q.l. All the models show only 
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Fig. 9 Comparison of Reynolds stress anisotropy tensor in channel 
flow from DNS of KMM (1987) and Kim (unpublished) and experiments 
of Laufer (1951) 

a mild decay in the anisotropy level of the 11 and 33 com
ponents in this region, but DNS and experimental data pre
sented in Fig. 9 all show strong relaxation towards isotropy in 
correspondence with the decay of the shear rate. The main 
effects of increasing the Reynolds number are seen to be the 
reduction of the anisotropy close to the wall and a faster rate 
of return to isotropy near the center of the channel. Figure 7 
shows that all the pressure-strain models (in conjunction with 
the MH diffusion model) produce reasonably good prediction 
of the turbulent kinetic energy. 

4 Concluding Remarks 
The k-e model and the second-moment closure models, apart 

from the SL model, produce similar predictions of the mean 
flow velocity, which agree well with the logarithmic law of the 
wall over most of the channel cross-section. In agreement with 
experimental observations in channel flows, there is only a 
small wake component. The SL model underpredicts the shear 
stress, and this leads to poor prediction of the mean flow 
velocity. All the other models predict the shear stress distri
bution correctly. 

The different models for the turbulent diffusion have little 
effect on the normal components of the Reynolds stress tensor 
in the log-layer, but strongly influence the rate of relaxation 
towards isotropy in the outer layer near the center of the 
channel. The MH diffusion model gives the best agreement 
with experimental data. 

LRR and SSG pressure-strain models give the best prediction 
of the streamwise and transverse components of the Reynolds 
stresses. The LRR model requires wall-reflection terms to 
achieve this but the SSG model does not. The wall reflection 
terms remain pronounced in the outer layer. Such an outer-
layer influence is perhaps physically inappropriate. Only the 
SSG model could predict the lateral component of the Reynolds 
stress anisotropy correctly. 

The models failed to predict correctly the rate of relaxation 
of the streamwise and lateral components of the Reynolds 
stresses towards isotropy when the shear rate decreases in the 
other layer y/8 > 0.7. 
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The pressure strain models which performed well in the 
present study, such as the LRR and SSG models, are expected 
to give reasonable results in other equilibrium shear flows. But 
there is no indication as to their performance in other complex 
flows. That is a subject for future studies. 

JFE Data Bank Contributions 
Data sets of the computational results obtained with the 

different models presented in this paper are being added to 
the Journal of Fluids Engineering Data Bank. The data sets 
include flow conditions, wall shear stress, and profiles of the 
mean velocity, the Reynolds stresses, the turbulent kinetic en
ergy and its rate of dissipation. Budgets of the Reynolds stresses, 
the turbulent kinetic energy and the dissipation are also in
cluded. To access the file for this paper, see instructions on 
p. 189 of this issue. 
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Near-Wake Flow of a ¥-Gutter 
With Slit Bleed 

(Data Bank Contribution*) 

The cold-flow characteristics of a v-shape flame holder with flow bleed from a slit 
located at the leading edge have been investigated. According to experimental evi
dence, a nonsymmetric wake structure is developed behind the symmetric slit v-
gutter. The flow through the slit induces greater reverse flow and greater back 
pressure in the near wake. It also provokes more extensive transport across the shear 
layers and reduces both the turbulent intensity and the Reynolds shear stress of the 
wake flow. These results indicate that the slit v-gutter can have a better flame holding 
ability and less pressure loss compared with the traditional v-gutter. In view of fluid 
dynamics features, the slit v-gutter is indeed a potentially useful design of flame 
holder. 

1 Introduction 
Bluff body flame holders are widely used to make flames 

stable in industry, especially for combustors with high velocity 
flows. Research conducted during the past three decades in
dicates that the wake flow structure behind the bluff body is 
directly related to the flame-holding performance. In addition, 
the pressure distribution in the near wake region is closely 
correlated with the pressure loss of the flame holder. However, 
the wake flow contains the complexities of separation and 
recirculation, mass and momentum transport across the shear 
layers, and the vortex shedding; the study of the flow structure 
has not been thoroughly explored. 

Earlier researchers (Bovina, 1958; Lefebvre, 1983; Zukoski, 
1978) examined the effects of fuel, flow speed, ratio of fuel 
to air, blockage ratio, and the flame holder geometry on flame-
holding in relation to the stability limits instead of fluid dy
namics. They concluded that the higher blow-off velocity could 
be achieved by means of increasing inlet temperature, pressure, 
the size or the drag coefficient of the flame holder, or reducing 
the inlet turbulent intensity, the blockage ratio as the size 
constant, or setting the air/fuel equivalent ratio near 1.0. Ger-
rard (1962) observed the vortex shedding process and its in
fluence on both drag force and flow-induced vibration. 
Bearman (1967) explored the wake flow behind a wedge with 
mass bleed through a porous base; he reported that the increase 
of the base bleed results in an increase in the shedding velocity 
of the vortices. Moreover, the distance between vortices first 
increases and then decreases as the mass bleed is further in
creased. In addition to a comprehensive review, Taylor and 
Whitelaw (1984) used one-color laser Doppler anemometer 
(LDA) to explore the wake flow of a flat plate, a disk, and a 
cone, respectively, at a flow velocity 1 m/s; The results indi
cated that higher blockage ratio of disk owns longer recircu-

*Data have been deposited to the JFE Data Bank. To access the file for this 
paper, see instructions on p. 189 of this issue. 

Contributed by the Fluids Engineering Division for publication in The JOUR
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division February 6, 1992. Associate Technical Editor: Chin-Ming Ho. 

lation length, but narrower width relative to the diameter. The 
effect of the geometry of the traditional flame holder was also 
discussed in detail. 

Sullerey et al. (1975) defined the characteristic length as the 
position of minimum pressure coefficient and found similar 
flow structures for different shapes of flame holders; they also 
concluded that the smaller the minimum pressure coefficient, 
the smaller is the size of the recirculation zone. Sirka et al. 
(1989) reported that the mechanism of heat transfer in the 
wake flow is significantly affected by the flow pattern. 

Fujii and Eguchi (1981) used a hot-wire anemometer and 
one-color LDA to investigate the anisotropic structure of a 
wake flow for a wedge at low velocities and contrasted reacting 
flows and cold flows; they reported that the combustion proc
ess enlarged the recirculation zone and reduced the recircu
lation intensity and the turbulent intensity. Besides, they also 
showed that there are abnormal Reynolds shear stresses in the 
front part of the recirculation zone. It played a negative tur
bulent production term and transferred turbulent kinetic en
ergy to the reverse mean flow. Rao and Lefebvre (1982) and 
Stwalley and Lefebvre (1988) further studied the effect of ge
ometry on the ranges of stability; comparing the wake of a v-
gutter having an irregular edge with that of a regular v-gutter 
and they found no significant difference. 

As cold and hot flows are similar (Vortmeyer, 1962), the 
importance of the study of cold flow is thus clear. Bovina 
(1958) reported that the residence periods of cold wake flow 
and hot wake flow were interrelated. Kundu (1980) modified 
the previous theoretical analysis and confirmed the role of the 
intensity of recirculation on flame stabilization. He also found 
that the amount of recirculating mass in hot and cold flow 
tests was similar. In addition, the blow off velocity is pro
portional to the maximum intensity of recirculation but in
dependent of the geometry of the flame holder. 

In general, previous research indicates that engine perform
ance depends on both the flame stabilization and the pressure 
loss caused by the flame holder; these two factors are contra-
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Fig. 1 Schematic diagram of the experimental apparatus 

dictory for the performance of existing flame holders. Wong 
(1985) proposed that a small amount of base bleed through 
the rear of a bluff body might reduce both the drag and the 
induced vibration. Yang and Tsai (1991) further suggested that 
the open slit at the leading edge of the regular v-gutter generates 
a greater intensity of recirculation. Concurrently, both the 
pressure loss and vibration are significantly reduced. They 
indicated that the v-gutter with slit bleed may be a potentially 
practical device to hold a flame. We have investigated the 
effects of the width of the open slit on the recirculation zone 
and the drag in the near-wake region, and report here our 
results. 

2 Experimental Techniques 

2.1 Test Rig. The test rig is shown schematically in Fig. 
1. The experiments were conducted in an open-circuit wind 
tunnel blown by a 75 kw Rootsblower, the speed of which was 
controlled by means of a frequency inverter. The blower pro
vided a maximum flow rate 50 mVmin with a maximum static 
pressure 70 kPa. The dimension of the test section was 10x10 
cm2. The configurations and dimensions of v-gutters of the 
two types tested are shown in Fig. 2. The flow structures were 
investigated quantitatively through the measurements of ve
locities and pressures. 

2.2 Instrumentation. We measured the velocities with a 
Dantec three-beam, 2-component backward-scattering LDA, 
connected to a computer-controlled traversing system for two-
dimensional movement. The resolution of the traverse system 
was 0.03 mm. The instruments were mounted on an optical 
bench that was placed on a mill table for major movement. 

The laser beam from a 5-watt argon-ion laser emitting mainly 

DIOcm 

Fig. 2 Configurations and dimensions of the tested v-gutters 

at wavelengths 514.5 and 488 nm was split into two beams. 
One beam passed a Bragg cell to produce a 40-MHz frequency 
shift and was then split again, through a color-selective beam 
splitter, into two beams of wavelengths 514.5 and 488 nm. The 
resulting two beams and the other original beam passed a beam 
translator, a beam expander and a convergent lens of focal 
length 310 mm, and were focused at the desired position. The 
two axes of the blue beam of the optical probe were 0.128 and 
1.625 mm, whereas those of the green beam were 0.135 and 
1.713 mm.. The backward-scattering Doppler signals were de
tected by two photomultipliers and processed by a coincidence 
filter and two counter processors. A beam waist adjustor was 
used before the whole optical system in order to improve the 
signals. The seeding particles were generated from a seeding 
generator (Dantec) and heated and then introduced into the 
stream of flowing air at the divergent section of the wind 
tunnel. The particles, with a diameter of the order of 1 mm, 
were made of 25 percent glycerin resolvent and a water solvent. 

The measurements of pressure were made through a 1.5-
mm-o.d. L-shaped tube with eight 0.1 mm holes drilled around 
the end of the tube. The validity of the similar measurement 
has been verified by Govinda Ram and Arakeri (1990). The 
detected data were then transmitted through a Kistler 7061 
piezoelectric transducer, a charge amplifier, and a noise filter 
and finally analyzed by a Data Translation 6100 waveform 
analyzer. The mean pressures were measured by traversing a 
miniature pitot tube every 2 millimeters across the transverse 
direction and every 5 millimeters along the axial direction in 
the recirculation zone. 

Nomenclature 

Cp = pressure coefficient 
H = height of test section 
Lb = geometry blockage of v-gutter 
Ls = open-slit width of v-gutter 
mr = reverse volumetric flow rate 
mT = total volumetric flow rate 
P = pressure 

U,u = axial velocity 

V, v 
W,w 

u 
V 

w 
X 
Y 
P 

= 
= 
= 
= 
= 
= 
= 
= 

vertical velocity 
spanwise velocity 
axial velocity fluctuation 
vertical velocity fluctuation 
spanwise velocity fluctuation 
axial position 
vertical position 
density 

(3 = span angle of v-gutter 
v — kinematic viscosity 

Subscripts 
oo = upstream condition 
o = the condition of the maximum 

axial velocity outside the shear 
layer 
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2.3 Experimental Conditions. V-gutters of two types, 
regular and irregular, were tested. Those of irregular type had 
an open slit at the leading edge. Sketches of the configuration, 
coordinate system, and dimensions of the test section and the 
v-gutters are shown in Fig. 2. The span angle of the v-gutter 
was 45 degrees, corresponding to a blockage ratio 0.20. The 
range of the flow velocities was 1-20 m/s, corresponding to 
Reynolds numbers (UaLb/v) 1.2 x 10 3 -2 .4x 104; Lb is the 
width at the end of the v-gutters. In order to obtain better 
images, the tests of flow visualization were conducted at a flow 
velocity of 1 m/s. The turbulent intensity in front of the v-
gutter was less than 0.85 percent. The widths of the open-slit 
(Ls) of the irregular v-gutter were chosen to be 2-mm and 4-
mm, respectively. 

2.4 Data Accuracy. For statistical analysis, the mean val
ues of 30,720 samples of velocity measurements near the rear-
stagnation point (the variation of the mean velocity was less 
than 0.1 m/s at U0 = 20 m/s) were chosen as the "accurate" 
reference values. Since the measuring time for 30,720 data near 
the rear-stagnation point will consume 150 minutes, only 2048 
measurements were typically made at each measuring point. 
The corresponding maximum uncertainties were 3.2 percent 
of the mean axial velocity, 4.9 percent of the mean transverse 
velocity, and 4.9 percent of the turbulent intensity at the 95 
percent confidence level. In the mean time, the axial velocities 
were integrated along each cross section to obtain the mass 
flow rate. The results showed that the mass flow rates of all 
of the test sections normalized by the flow rate of upstream 
were between 0.95 and 1.05. The corresponding maximum 
uncertainty of the Reynolds shear stress was 13 percent. 

The signal processing was conducted with two burst-period 
counters which used eight fringe crossings to determine the 
period of the signal. The counters then applied a 5/8 com
parison and a three-level validation circuit to minimize erro
neous period readings. The coincidence interval between the 
counters was of the order of nanoseconds to ensure the validity 
of the readings. The frequency offset of the Bragg cells was 
large compared with the frequency shift from the flow velocity. 
The cycle period of the data acquisition system was small 
compared with the lifetime of the signals of measurements in 
the recirculation zone. These efforts allow multiple readings 
on the same seeding particles, and the influence of the sampling 
bias is thus significantly reduced. Furthermore, a two-dimen
sional weighting model (Johnson, 1984) was applied to analysis 
of the raw data and showed fairly good agreement with our 
results. 

The spanwise uniformity of the wake flow (U, W, u', w ' ) 
was examined behind the 2-mm open slit v-gutter at X=2Q 
mm and Y= 10 mm. The location was near the center of the 
upper shear layer and the flow there was highly turbulent and 
likely to be three-dimensional. The results show that the dis
tribution along the spanwise direction was almost constant and 
the three-dimensional effects were negligible in our experi
mental results. 

More than 20,000 data were taken for each point of pressure 
measurement; the sampling period was 500 fis. The uncertainty 
of the pressure measurement was calculated by systematically 
changing the revolution of instruments, recording 20 sets of 
data and then conducting a statistical analysis of deviations. 
The uncertainty of the pressure data was less than 5 percent. 

3 Results and Discussion 

3.1 Velocity Measurement. The flow pattern of the near 
wake of a regular v-gutter measured by means of the two-
componert LDA system is shown in Fig. 3. The distributions 
of velocity vector showed two recirculation zones enclosed the 
the upper and the lower shear layers and located symmetrically 
with respect to the center line along the duct. The axial positions 

X(mm) = 2 6 10 14 18 22 26 28 31 35 40 

Fig. 3 Flow pattern behind a regular v-gutter with 45-degree span angle 
at 0„ = 20 m/s 

X(nim) = 2 6 10 14 18 22 26 28 31 35 40 

Fig. 4 The flow pattern behind a 2-mm open-slit v-gutter with 45-degree 
span angle at U. = 20 m/s 

of the centers of the recirculation zone were both about X= 14 
mm ( 7 = 4 and - 4 mm). As the fluid flowed downstream, 
the shear layers grew transversely and gradually penetrated to 
the center plane. The axial velocity of the center plane changed 
from negative to positive at X = 2 6 mm, which indicates the 
end of recirculation. 

The distribution of velocity vector of the wake flow behind 
the irregular v-gutter with slit width 2 mm (Ls/Lb = 0.1) is 
shown in Fig. 4. The asymmetric features of the wake flow 
field are obvious. The fluid jet penetrating the leading open 
slit of the v-gutter turned toward either the upper or the lower 
wing and then stayed stable owing to the bi-stable status of 
the flow field. The jet fluid did not diffuse symmetrically in 
the near-wake region. This phenomenon is similar to the 
Coanda effect (McCloy and Martin, 1982) in hydrodynamic 
control. For convenience of discussion, all test results of the 
open-slit v-gutter are adopted as if the jet fluid turned down
ward to the lower wing. 

There was a recirculation zone near the gutter, compared 
with Fig. 4, which was induced by the jet bending from the 
slit and recirculated between X= 6 and 10 mm (Y= - 5 mm). 
The reverse velocity near the gutter was thus strengthened. 
Because the fluid around the center plane at X= 10 mm was 
entrained in the reverse direction by the jet-induced recircu
lation, the momentum difference across the upper shear layer 
was enhanced and the shape of the upper recirculation zone 
was more slender than that of the regular v-gutter. 

At the upper side the center of one recirculation zone, namely 
the vortex recirculation zone, was located near X= 14 mm 
and Y= 5 mm behind the upper wing and was analogous to 
that of the regular v-gutter. Because of the greater mixing effect 
between the deflected jet and the lower stream, the velocity 
gradient of the lower shear layer tended to be milder. For this 
reason, the initiation of the initial vortex extended farther 
downstream. Moreover, the velocity gradient of the lower shear 
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Fig. 5 Flow pattern behind a 4-mm open-slit v-gutter with 45-degree 
span angle at U,, =20 m/s 
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Fig. 6 Mean axial velocity distributions along the centerline for various 
v-gutters (uncertainty in mean axial velocity is less than ±3.2 percent) 

layer was smoother at about X= 10 mm and the reverse velocity 
around center plane increased significantly. 

The vector form of the velocity distribution behind an open-
slit v-gutter with Ls = 4 mm (Ls/Lb = 0.2) is shown in Fig. 5; 
it exhibits the discontinuous structure of the velocity distri
bution in the upper shear layer. Therefore the transverse mo
mentum transport of the upper shear layer was much delayed 
compared with that of the regular v-gutter. The velocity pro
files were smooth up to X= 50 mm. The center of the recir
culation zone was located far downstream at X= 40 mm and 
y = 10 mm; this tendency partially resulted from the increased 
back pressure as the mass bleed increased. The built-up large 
back pressure in turn retarded the formation of the initial 
vortex and momentum transport from the main stream, to the 
center plane. 

The jet-induced recirculation zone was considerably enlarged 
and possessed greater strength compared with the narrower 
open-slit width. Its center was located at X= 18 mm and Y= 5 
mm. The other recirculation zone at the lower side of the wake 
was scarcely detected. The measurements of axial reverse ve
locity showed that the recirculation length enlarged to 60 mm, 
which is more than twice that of the regular v-gutter. 

3.2 Reverse Flow. Figure 6 shows the variation of the 
axial velocity along the centerline of the wake for v-gutters 
with various widths of the open slit. The reverse velocity of 
the regular v-gutter increased gradually along the centerline 
up to X=6 mm and then rapidly when the vortex rolled up 
occurs. The reverse velocity reached a maximum at X= 14 mm, 
which corresponds to the center of the recirculation zones. 
Thereafter, the entrainment of mass into the wake region 
through vortex formation rapidly decreased the reverse veloc
ity. 

When the slit was open 2 mm, the reverse velocity was 
constant at 2.8 m/s in the region between X=2 and 18 mm. 
Because the strengths of both the jet-induced recirculation and 

AXIAL DISTANCE-X (mm) 

Fig. 7 Momentum thickness of various v-gutters along the axial dis
tance (uncertainty in momentum thickness is less than ±9.7 percent) 

vortex recirculation zones were of the same order, the distri
bution of the reverse velocity between the two recirculation 
centers became smooth. The curves of both the regular and 
the 2-mm open-slit v-gutters were similar downstream from 
the recirculation zone. The reverse flow rate of the open-slit 
v-gutter increased mainly in the region before .¥=10 mm. The 
length of the recirculation zone was enlarged from 24 mm to 
27 mm. The distance from the end of the recirculation zone 
to the rear end of the v-gutter was chosen as the length of the 
recirculation zone. 

When the width of the slit was 4 mm, the recirculating effects 
were considerable. The reverse velocity reached a maximum 
at X= 14 mm, which is near the axial position of the center 
of the jet induced recirculation zone. It decreased gradually 
towards the upper vortex-recirculation center at ^ = 4 0 mm. 
The recirculating region extended to X= 60 mm, which is more 
than 2.5 times the length of the regular v-gutter. 

Figure 7 shows the variations of the momentum thicknesses, 
6, of three v-gutters along the axial positions. The momentum 
thickness is defined as 

in which U0 is the maximum axial velocity on the outside of 
the shear layer and Y9S denotes the position in which the axial 
velocity is 95 percent of U0. The region of integration is from 
the centerline to either the upper or the lower side. 

The momentum thickness of the regular v-gutter was almost 
linearly proportional to the axial distance. In the upper half 
plane of the 2-mm open-slit v-gutter, 8 was less than zero at 
X= 2 mm due to the influence of the jet-induced recirculation. 
As the momentum difference across the upper shear layer was 
large, the slope of the curve increased rapidly until X= 18 mm. 
The curve corresponding to the lower shear layer of the 2-mm 
open-slit v-gutter was positive and rose slowly because of the 
mixing of the jet with the lower shear layer before X= 18 mm. 
Since the difference of the momentum thickness between the 
upper and lower half planes at X=2 mm is near 2 mm, this 
indicates that the fluid penetrating through the open slit es
sentially deflects toward the lower wing of the gutter. 

The momentum thickness on the upper half plane of the 4-
mm open-slit v-gutter was also negative at X= 2 mm. However, 
it decreased after X= 6 mm and reached a minimum at X= 18 
mm, which is the center of the jet-induced recirculation zone. 
For the same cause as in the upper wing, the momentum thick
ness along the lower half plane decreased progressively until 
^ = 1 4 mm. After X=\A mm it increased slowly as the de
flective jet caused much smaller difference of momentum be
tween the two sides of the shear layer. 

The dimensionless reverse volumetric flow rate along the 
axial direction shown in Fig. 8 is defined as 
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Fig. 8 Dimensionless reverse flow rate of the v-gutters along the axial 
distance (uncertainty in dimensionless reverse flow rate is less than 
±3.2 percent) 
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Fig. 9 Mean pressure distribution behind a regular v-gutter with 45-
degree span angle in U,„ = 20 m/s (uncertainty in mean pressure is less 
than ± 5 percent) 
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Fig. 10 Mean pressure distribution behind a 2-mm open-slit v-gutter 
with 45-degree span angle at l/„20 m/s (uncertainty in mean pressure is 
less than ±5 percent) 
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in which Lb is the blockage length of the test v-gutters, Y* and 
Yl are the boundaries enclosing the region of negative axial 
velocity and « = 0 on yf and y j . Figure 8 shows that the 
dimensionless reverse flow rate of the regular v-gutter attained 
its maximum, 0.75 percent, at X= 10 mm. The reverse flow 
rate of the 2-mm open-slit v-gutter decreased with increasing 
axial distance and was 1.5 percent at X=2 mm. The corre
sponding maximum value for the 4-mm open-slit v-gutter was 
5.3 percent at X= 18 mm, about 7 times that of the regular v-
gutter. As the reverse flow rate is proportional to the flame 
stabilization limit as suggested by Kundu (1980), the open-slit 
v-gutter is expected to have a positive effect on the performance 
of the flame holders. 

3.3 Pressure Distribution and Drag Estimation. The dis
tributions of pressure coefficient of the wake flow behind the 
regular, the 2-mm and the 4-mm open-slit v-gutters are shown 
in Figs. 9-11, respectively. The reference pressure is chosen as 
the pressure measured at the center plane of X= - 150 mm. 
Those values are 155, 161, and 161 Pa relative to atmosphere 

X(mm) 

Fig. 11 Mean pressure distribution behind a 4-mm open-slit v-gutter 
with 45-degree span angle at U,„ = 20 m/s (uncertainty in mean pressure 
is less than ±5 percent) 

atmosphere pressure, respectively. Furthermore, the definition 
of the pressure coefficient Cp, is 

1 
(3) 

;PUI 

The smallest value of the pressure coefficient in the near 
wake of the regular v-gutter is - 2 . 1 , as shown in Fig. 9. The 
two locations of the lowest pressure are at X= 15 mm, which 
almost coincide with those of the recirculation centers discussed 
in Fig. 3. The distribution of the pressure coefficient of the 2-
mm open-slit v-gutter is contrasted in Fig. 10. The nonsym-
metric distribution is obvious. The smallest pressure coefficient 
for the upper and lower half planes occurred at X = 2 0 mm, 
Y= 6 mm and at X= 15 mm, Y = - 4 mm, respectively. Those 
points, which appeared after the upper vortex recirculation 
center and the lower jet-induced recirculation center were hav
ing Cp of the same value - 1.95. When the slit was opened to 
4 mm (Fig. 11), the smallest pressure coefficient increased 
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Fig. 12 Turbulent intensity distribution behind a regular v-gutter with 
45-degree span angle at 20 m/s (uncertainty in turbulent intensity is less 
than ±4.9 percent) 

considerably and developed far downstream. The smallest 
pressure in the upper half plane was located at X= 35 mm and 
Y= 10 mm, which was before the vortex recirculation center 
and has a value -1.35. The lowest coefficient of the lower 
half plane was obtained at X= 26 or 34 mm and Y= - 6 mm, 
which was after the jet-induced recirculation center, and at 
value of - 1.35. The wider slit was open, the greater the small
est pressure coefficient increased. Furthermore, the order of 
the drag forces is judged according to the value of Cp for the 
constant pressure contour, which extended from the end of 
the two wings and enclosed the recirculation zone. Those cor
responding Cp values are — 1.7, - 1.6, and —0.9, correspond
ing to the regular, 2-mm, and 4-mm open-slit v-gutters, 
respectively. All the evidence indicates that the open slit is 
beneficial to reducing the drag force exerted on the v-gutter. 

3.4 Turbulent Intensity. The definition of turbulent in
tensity is two dimensional and expressed as below: 

_ , . . . u +v \ 
Turbulent intensity = I I (4) 

Figures 12-14 depict distributions of turbulent intensity be
hind the regular, the 2-mm open-slit and 4-mm open-slit v-
gutters, respectively. The transverse distribution of the tur
bulent intensity just downstream of the v-gutter was hat-shape, 
as shown in Fig. 12. The hat-shape gradually changes into 
"M" shape in the axial direction. The double peaks of the 
turbulent intensity are caused by the strong transport and mix
ing across the upper and lower shear layers. The turbulent 
intensities of the peaks increased slowly in the axial direction 
after ^=18 mm, whereas the value at the center line kept 
increasing. The vortices of both sides started to shed and to 
buffet intensely with each other at that position. 

Figure 13 shows the distribution of the turbulent intensity 
of the wake flow behind a 2-mm open-slit v-gutter. The trans
verse distribution of the turbulent intensity at X=2 mm had 
a spike near the trailing edge of the lower wing at Y= -10 
mm, whereas the distribution of the upper wing was almost 
the same as that of the regular v-gutter. The spike resulted 
from penetration of the fluid through the open slit first at
taching on the inner face of the lower wing and then mixing 
with the lower shear layer. This effect caused large velocity 
fluctuations and thus led to the high turbulent intensity. Fur-

~-\ 

'̂ fc a- -v-

Fig. 13 Turbulent intensity distribution behind a 2-mm open-slit v-gutter 
with 45-degree span angle at 20 m/s (uncertainty in turbulent intensity 
is less than ±4.9 percent) 

Fig. 14 Turbulent intensity distribution behind a 4-mm open-slit v-gutter 
with 45-degree span angle at 20 m/s (uncertainty in turbulent intensity 
is less than ±4.9 percent) 

thermore, the shear layer exhibited a less steep velocity gradient 
because of the mixing and mass addition effects. As a result, 
the instability of the lower shear layer decreased and the growth 
of vortices was retarded and weakened. The peak of the tur
bulent intensity after X=2 mm increased more moderately 
than that of the regular v-gutter. As the vortices of the two 
shear layers interacted with each other only after X= 22 mm, 
the peaks of turbulent intensity of the upper shear layer in
creased sharply until X=22 mm and then maintained a value 
.about 8.5 m/s, which is 13.3 percent higher than that of the 
regular v-gutter. 

The transverse distribution of the turbulent intensity at X = 2 
mm for the 4-mm open-slit v-gutter is quite different from that 
of the regular v-gutter. This distribution had huge and wide 
peaks near the inner side of the trailing edge of the lower wing. 
The turbulent intensity of the upper shear layer kept increasing 
until X = 46 mm and, afterward, remained around the value 
of 6.3 m/s. 

3.5 Reynolds Shear Stress. The distribution of Reynolds 
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Fig. 15 Reynolds shear stress (400 x ( - u' v'lU I) distribution behind a 
regular v-gutter with 45-degree span angle at 20 m/s (uncertainty in Reyn
olds shear stress is less than ±13 percent) 

stress of the wake flow behind the regular v-gutter is shown 
in Fig. 15. The maximum and minimum Reynolds stresses were 
45 N/m2 and - 35 N/m2, respectively, and occurred at X= 28 
mm, which was 4 mm after the end of the recirculation zone. 
The distribution was asymmetric with respect to the centerline, 
Y=0 mm. There were regions of negative Reynolds stress 
enclosed by the zero Reynolds stress contour before X= 12 
mm above the centerline. At the same axial distance, there was 
also a position of positive peak Reynolds stress denoted by the 
"*" symbol below the centerline. Both these abnormal Reyn
olds stresses were created as the separation recirculation ob
tained energy from the shear layer and then transferred it to 
the region of reverse flow at Y= 0 mm. 

The Reynolds stress of the 4-mm open-slit v-gutter is shown 
in Fig. 16. The increase of the Reynolds stress along the upper 
shear layer began at X= 12 mm, at which the level of contour 
is 10. Then, it reached a value of 25 at X= 25 mm and remained 
nearly constant until X= 62 mm. The plateau along the upper 
shear layer was narrower and longer than those of the others. 
The reason for this phenomenon is that the shedding vortices 
on the upper shear layer failed to interact with the lower vor
tices, as shown in Fig. 5. Thus they moved downstream with 
nearly constant angular momentum. The development of the 
Reynolds stress of the lower shear layer was insignificant until 
^=34 mm. The maximum absolute values of the upper peak 
and lower valley were respectively reduced to 30 N/m2 and 25 
N/m2, which are smaller than those of the regular v-gutter. 

In general, the turbulent intensity and the Reynolds shear 
stress were both reduced for the open-slit v-gutters. However, 
because the size of the recirculation zone was increased up to 
twice, the extent of the overall transport between the recir
culation zone and the main flow may still has been enhanced. 

4 Conclusions 
We have produced cold-flow test data of v-shape flame 

holders with flow bleed from the slit on the leading edge. The 
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Fig. 16 Reynolds shear stress (400 x{-u'v'IU I) distribution behind a 
4-mm open-slit v-gutter with 45 degree span angle at 20 m/s (uncertainty 
in Reynolds shear stress is less than ±13 percent) 

experimental results show that the fluid penetrating through 
the slit of the v-gutter diffuses ununiformly, but acts like a jet 
which deflects toward either side of the two wings of the v-
gutter. This effect results in a non-symmetric wake flow field. 
The diverted jet causes extensive mixing between the shear 
layer and the near-wake region and thus reduces the momentum 
difference across the shear layer. Consequently, the vortex 
originating from the unstable shear layer is observed farther 
downstream. 

Both the size of the recirculation zone and the strength of 
the reverse flow reported were to be proportional to the flame 
stabilization limit. Our work shows that the slit v-gutter with 
the same blockage ratio as that of the regular v-gutter can 
increase considerably the strength of the reverse flow rate up 
to 7 times. The slit v-gutter also increases the length of the 
recirculation zone up to 2.5 times. Furthermore, the slit v-
gutter not only generates a larger recirculation zone with 
stronger reverse flow, but also produces smaller pressure drop. 
The bleed mass adds more momentum within the near-wake 
and thus reduces both the turbulent intensity and the Reynolds 
shear stress. The extent of the reduction of the turbulent fea
tures is in proportion to the width of the slit. The region of 
the recirculation flow is also significantly enlarged as the width 
of the gutter is increases. Assuming that the rate of heat and 
mass transport in the mixing process is linearly proportional 
to the turbulent properties, and the total amount of transport 
increases with the size of the boundary between the main flow 
and the recirculation zone. The combination of these factors 
could be still in favor of the over all transport process. 

This study indicates that the slit v-gutter can have a better 
flame holding ability and less pressure loss compared with the 
traditional v-gutter. In view of fluid dynamics features, the 
slit v-gutter is indeed a potentially useful design of flame holder. 

5 JFE Data Bank Contributions 
The data presented in the figures of this paper have been 

edited and deposited in the JFE Data Bank for the use of any 
of the readers. The data include mean and r.m.s. fluctuation 
of horizontal velocity, mean and r.m.s. fluctuation of vertical 
velocity, mean and r.m.s. fluctuation of pressure, Reynolds 
shear stress, and turbulent velocity. The files also include 
instructions on the data format. To access the file of this paper, 
see instruction on p. 189 of this issue. 
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On the Main Flow Pattern in 
Hydrocyclones 
A theoretical model is developed for the prediction of the main flow pattern in 
hydrocyclones. The model regards the main body of the cyclone as inviscid and 
includes provisions for the fluid underflow in cyclones. The governing equations 
are solved analytically in closed form. To verify the results, a laboratory-scale 
conically-shaped hydrocyclone was designed, built, and tested. Experimental meas
urements for axial and tangential velocities are presented with a series of tests solely 
devoted to the effect of underflow. The theoretical and experimental results are 
shown to be in good agreement. It is concluded that such an inviscid model gives 
an adequate representation of the main flow field in a cyclone. 

1 Introduction 
The cyclone is a funnel-shaped, industrial device for sepa

rating solid, liquid, and/or gaseous phases in a dispersed sus
pension. Its operation is chiefly based on the density difference 
and high rotational velocities that are imparted as the suspen
sion is injected tangentially into the upper part of the cyclone 
(Bradley, 1965; Svarovsky, 1984; Dirgo and Leith, 1986). A 
particular type of cyclone known as the hydrocyclone is gaining 
increasing utility in a wide variety of practical applications 
such as food processing, mineral processing, and coal cleaning. 
Industrial hydrocyclones fall into several broad categories 
ranging from counter-current washing to liquid-liquid sepa
ration. While the basic design of the hydrocyclone dates as far 
back as its patent in 1891, each application has its particular 
requirements and calls for different design variables and op
erating conditions. 

In a hydrocyclone, liquid enters through tangential inlets 
placed near the top cover. This incoming fluid takes on a 
swirling motion as it flows into the outer portion of the inverted 
cone. Some of the downward flow hereinafter referred to as 
the underflow, exits the hydrocyclone through the orifice in 
the apex of the cone while the rest reverses its vertical direction 
and swirls up and out of the vortex finder. Depending on the 
operating conditions, this swirling flow may create a region 
of low pressure in the center, forming a cylindrically shaped, 
rotating, free surface that runs the entire length of the cyclone. 

Many existing hydrocyclones are largely designed based on 
field experience rather than detailed theoretical analyses. This 
is not surprising because the flow field in a cyclone is rather 
complex. 

Despite the complexity of the problem, simple analytical 
solutions that can predict the flow pattern are also very de
sirable from the point-of-view of simplicity and effectiveness. 
Recently Bloor and Ingham (1987) reported a closed-form so-
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lution for the axial and swirl velocity that, despite many sim
plifying assumptions, compared well with the experimental 
results of Kelsall (1952). 

Of particular interest of the present paper is the examination 
of the underflow which was neglected by Bloor and Ingham 
(1987). We present experimental results in a laboratory scale, 
conically-shaped cyclone and report axial and tangential ve
locity measurements from a series of experiments that were 
solely devoted to the effect of underflow. As an extension of 
the work of Bloor and Ingham (1987), theoretical develop
ments with a provision for the fluid underflow are also de
scribed. 

2 Experimental Procedure and Results 
The core section of the experimental apparatus included a 

laboratory-scale hydrocyclone, inlet and outlet flow regulators, 
and appropriate tubing. The cyclone had the conventional 
conical shape and was fabricated from a plexiglass block of 
square cross-section. The dimensions corresponded closely to 
those recommended by Rietema (1961) for optimal perform
ance. 

A steady flow of water regulated by three control valves 
placed at the inlet, overflow, and underflow positions made 
up a major part of the fluid supply loop to the cyclone. Two 
calibrated rotameters measured the rates of overflow and un
derflow and allowed the operator to set a flow split ratio of 
overflow to underflow to a desired value. The pressure level 
in the cyclone could be continuously monitored using a pressure 
•gauge at the inlet. The connecting tubings were made of flexible 
Tygon and the model cyclone was mounted vertically on a 
transverse table so that it could be easily moved relative to 
other components of the loop. This repositioning is necessary 
since the velocity measuring device was set in a stationary 
position. 

Velocity profile measurements were made using a laser dop-
pler velocimeter (LDV) with a 15mW He-Ne laser in dual-
beam mode with forward scattering to ensure good signal-to-
noise ratio. To determine the direction of the velocity, a fre-
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Fig. 1 Profiles of (a) tangential velocity and (fa) axial velocity at two 
axial locations. H measured from the bottom of the cyclone. Flow rate 
0.2 kg/s. Flow split ratio 1.0. 

quency shift system (a Bragg cell type) was employed to shift 
the frequency of one of the laser beams. 

By adjusting the flow rate and the cyclone pressure, it was 
possible to produce an air core in the form of bubbles several 
centimeters long in the axial direction. Lying along the true 
axis of the cyclone and perfectly stable, the air core serves as 
an alignment reference. After satisfactory alignment, the flow 
rates were readjusted and the cyclone was operated without 
an air core for the entire set of experiments described herein. 

The experimental uncertainty of the data was as follows: 
the flow rate ±1.5 percent, flow split ratio ±2 percent, the 
mean velocity ±3 percent; positioning in both radial and axial 
directions (including errors arising from difference in the re
fractive indices of materials) ±0.5 mm. 

Figure 1 depicts the axial and tangential velocity profiles at 
two axial locations. In general, the axial velocity profile shows 
a velocity defect (a dent) in the center core region of the cyclone. 
Similar type of velocity defect has been observed elsewhere 
(Escurdier, 1980). The tangential velocity component is zero 
at the center, increases sharply with the radius, to a maximum 
value, and then gradually decreases as it approaches the cyclone 
wall where it becomes zero. This central viscous region of the 
vortex is characterized by a linear variation of the tangential 
velocity (i.e., v$~r sinO). 

In this paper we concentrate on the variation of the flow 
split ratio for it can have a profound effect on the shape of 
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Fig. 2 Effect of flow split ratio, A, on (a) tangential velocity and (fa) axial 
velocity. H=240 mm. Flow rate 0.2 kg/s. 

the velocity components. Figure 2 shows the axial and tan
gential velocity profiles at the level / / = 240 mm in the cyclone 
with flow split ratios varying from 0 to oo. As the flow split 
ratio is increased, the depth of the dent in the center of the 
axial velocity profile is reduced and the positive (upward) por
tion of the velocity profile is increased. Similar results have 
been reported by Dabir (1983). For the flow split ratios between 
0 to 4, two cellular structures are observed; while for the flow 
split ratio of oo, only a one-cell structure is seen. 

As the results of these experiments are indicative of a pro
nounced influence of the flow split ratio on the velocity pro
files, the theoretical analysis of Bloor and Ingham (1987) were 
extended to include the effect of underflow. 

3 Theoretical Considerations 
A hydrocyclone is generally operated at a large Reynolds 

number of the main flow, with viscous boundary layers form
ing on the walls. The viscous effect is also dominant in the 

, central core region where a rigid rotation takes place. The 
mean flow in the main body of the cyclone, however, may be 
approximated by an inviscid flow. As observed experimentally, 
the flow in the region away from the entrance port is approx
imately axisymmetric. This permits the use of an axially sym
metric flow in the theoretical development. The spherical polar 
coordinate system (r, 6, <f>) with the origin at the apex of the 
cone of the cyclone is shown in Fig. 3. 

Similar to Bloor and Ingham (1987), it is assumed that the 
fluid enters perpendicularly to the cyclone lid and distributed 
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Overflow 

Tangential inlet 

Underflow 

Fig. 3 A schematic of the cyclone showing the spherical polar coor
dinates systems 

uniformly into the region where it becomes axially symmetric. 
Let the fluid velocity in entrance region Ri<rs'md<Ro be 

denoted by W, where R0 is the radius of the cyclone and Rl 

is a radius yet to be determined. The streamfunction \j/ and 
the volume flow rate Q at the entry are given by 

1 
W(Rl- /•2sin20) 

Q = itW(Rl-R\). 

(1) 

(2) 

Referring to the work of Bloor and Ingham (1987), it can be 
shown that the dimensionless form of the streamfunction is 
given by 

d2F sin0 d 
drj r + - de 

]_dF 

sin0 90 
= — 2a, (3) 

where 

F=-
Q/2TT' 

7f: 
r =-- and cr = 

•KRIV1 

' QW 

To model the underflow, which is essential in the case of a 
small flow-split ratio, a sink is placed at the origin of the 
coordinate system. Let Q denote the total flow rate and A the 
flow split ratio. Then the fraction of the flow diverted to the 
underflow in a cyclone with a apex angle of 2a is Q/{\ +A). 
An appropriate stream function \pi for the sink that satisfies 
these conditions is 

h = : 
Q(cosd - cosa) 

(4) 
27r(l+A)(l-cosa) 

which gives i/̂  = 0 at the wall. 
Putting the streamfunction \pi given by Eq. (4) in a dimen 

sionless form yields: 

cos0 — cosa 
Fi = ( 1+A) (1 - cosa)' 

Equation (3) has a solution of the form 

F=F1+r,2f(6), 

which upon substitution into Eq. (3), yields 

(5) 

(6) 

2/+ sin0 • \__df 
dd \sin0 dd 

The solution for F is of the form 

cos0 — cosa 

-2a. (7) 

F{r,,6) = 
( l+A) ( l - cosa ) 

+ r)2) - a + ^sin20 + _S 2 / 1 
sin 0 In tan -

V 2 
0 - COS0 (8) 

where A and B are arbitrary constants. 
The boundary conditions are: e# = 0 at 0 = 0 and F = 0 at 

0 = a. Since 

1 dF 
ve = 2TT.RO rjsinfl d-q 

the former boundary condition at 0 = 0 is replaced by dF/dt) = 0. 
Evaluating the constants and substituting in Eq. (8) yields the 
final solution for F: 

F(v,d)--
cos0 — cosa 

( l + A ) ( l - c o s a ) 
i 2 

+ ri a 
D(a) sin20-Z>(0) 
sin2a 

(9) 

where 

D(x) = l -cosJc+sin2xln( tan - x\ 

The value of a can be determined by noting that the streamline 
F= 1 just enters the vortex finder at r = rf, 0 = 0/. The radius 
of the vortex finder is /ysin0y. With r\f= r/R^, a is determined 
from Eq. (9) in the form 

1=-
cosdf- cosa 

; + 17/(7 ^ s i n 2 0 / - D(8f) (10) 

(11) 

( l + A ) ( l - c o s a ) 

The tangential velocity vt is 

V<I>_[1+F<JQ2/{-KRIV)2}' 

V r;sin0 

The other two velocity components are obtained from the 
continuity equation. The results are given below 

Vr (1+A) 1 
Q/2irR2

0 

+ 2(7 

1 - cosa 

. 2 cos0 - 1 - cos0 in tan I -
sin a \ \ 2 

and 

•• 5 = — 2(7 

Q/2irRl 

D(a) . D(6) 
^-^smd—r-z 
sin a sin0 

(12) 

(13) 

To compare the theoretical results with those of experiments 
presented in Section 2, it is more convenient to use the radial 
and axial velocity components denoted by u and w, respec
tively. These components are related to vr and vg by the rela
tionship shown below 

u = vrs'm8-vecosd, 

w=!'rcos0 + »'esin0. 

(14) 

(15) 

4 Results and Discussion 
Figure 4 depicts the nondimensional streamfunction F, rather 

than F/a for easier identification of streamlines. Three values 
of A (oo, 1.0, 0.0) were chosen as representative cases. For 
A = oo (flow split ratio =t») , which corresponds to the case 
treated by Bloor and Ingham (1987) where the fluid exits 
through the overflow entirely as shown in Fig. 4(a). The stream
line F= 1 is the upper boundary of the flow which just enters 
the vortex finder. For A = 0.0, the fluid exits through the un-
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Fig. 4 Streamline pattern on the axial plane of the cyclone, (a) A = 
(b) A = 1.0, and (c) A = 0.0. 

derflow. In this case, the streamline F= 1 intersects the center 
axis at some level in the cyclone (Fig. 4(c)). For A= 1.0, there 
are two regions of flow with a dividing streamline F= 1/ 
(1+A) = 0.5. The dividing streamline meets the cyclone axis 
and branches into two lines, one running upward and the other, 
downward along the cyclone axis (Fig. 4(b)). 

For oo > A> 0.0, the streamline F= 1, which defines the up
per boundary of the flow, connects the cyclone inlet and the 
inlet to the vortex-finder. The fluid in the region enclosed by 
the streamlines F= 1 and F= 1/(1 + A) enters the cyclone down
ward, reverses its direction, and finally exits from the vortex 
finder. The locus of the points at which the streamlines reverse 
their directions provides the demarcation line for two regions 
where the axial velocity is pointed upward (central region) and 
that directed downward (annular region). The present model 
predicts one velocity reversal. The fluid in the region enclosed 
by the streamlines F= 1/(1 + A) and F=0.0 enters the cyclone 
downward, continues to flow down, and exits from the un
derflow. 

A series of experiments was designed to study the influence 
of the flow split ratio on the velocity profile. Results of a 
comparison study between experimental measurement and the
oretical simulation for the axial and tangential velocity profiles 
are shown in Figs. 5 and 6. In these figures the split ratios of 
oo, 2, and 0 are shown. The radial position at an axial location 
where ^ = 0 is the center of the vortex. When the center of 
vortex does not coincide with the cyclone axis (2 ~ 3 mm ec
centricity), the center of the vortex is taken as r = 0. In per
forming the computations, a is determined from Eq. (10) where 
Q and V were assumed, and W was calculated. Since the in-
viscid flow considered in the foregoing analysis occupies only 
a fraction of the flow cross-section, a numerical value of Q 
involved is smaller than the actual total flow rate. To compare 
with the experimental results of Knowles (1973), Bloor and 
Ingham (1987) performed their computations with a value Q 
which was 80 percent of the actual total flow rate. For A ranging 
from oo to 0.0, where A=oo corresponds to the analysis of 
Bloor and Ingham (1987), the percentage of the actual total 
flow rate to be used for Q in the analysis is not known a priori. 

10 10 20 30 40 
RADIAL POSITION, mm 

Fig. 5 Computed axial velocity profiles with three values of flow split 
ratios compared with the experimental results. H= 240 mm; flow rate = 0.2 
kg/s. 

10 20 30 40 

RADIAL POSITION, mm 
Fig. 6 Computed tangential velocity profiles with three values of flow 
split ratios comparted with the experimental results. H=240 mm; flow 
rate = 0.2 kg/s. 

Therefore, in this paper the actual total flow rate is used for 
Q and one-half of the mean velocity at the cyclone inlet is used 
for V. This set of values has been used in simulations shown 
in Figs. 5 and 6. Clearly in the main body of the flow, away 
from the axis and wall regions, the results of experiment and 
computations agree reasonably well. Nevertheless, as the flow 
split ratio decreases, the extent of the axial velocity defect at 
the central core region increases, thus causing the velocity 
maximum to shift outward. As a result, the agreement between 
the experiment and the computation becomes worse as the 
flow split ratio decreases. 

5 Concluding Remarks 
This paper presents an extension to the theoretical model of 

Bloor and Ingham which takes the effect of the underflow in 
a cyclone into consideration. To authenticate the results an 
experimental study was undertaken to measure the axial and 
tangential velocity profiles at flow split ratios ranging from 
A = 0 to oo. It is shown that prediction results and those ob
tained experimentally are in good general agreement for the 
main body of the cyclone and that the underflow plays an 
important role. The agreement between the experiment and 
the computation somewhat deteriorates as the split ratio is 
decreased. 
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Drag Reduction of a Cylinder/ 
Endwaii Junction Using the 
Iceformation Method 
The iceformation design method was used to reduce the drag of a juncture between 
a cylinder and flat endwall. Ice was formed on a sub freezing flat endwall in a warmer 
laminar water flow. The ice shape was influenced by and altered the three-dimen
sional separated boundary layer and the cylinder wake. Preliminary experiments 
were used to indicate control parameter relationships. An adaptive selection theory 
was used to determine optimal control parameters. A sample optimal contour was 
generated and tested for juncture drag performance. High Reynolds number wind 
tunnel drag tests showed that the iceform contour had an average of 18 percent 
lower drag than a flat plate juncture given the same upstream boundary layer 
conditions. Flow visualizations showed that the iceform contour produced three 
larger diameter vortices compared to the laminar four vortex model of Baker (1979). 

1 Introduction 
Forming ice on cooled objects or within containers from a 

flow of water produces new shapes that influence the flow 
field. In this paper, such a process will be called "the iceform
ation method." The goal of using such a process is to minimize 
the effects of flow separation and reduce the total drag around 
an immersed body or to reduce the pressure losses in internal 
flow. 

Snow drifting, dangerous wing icing, and sedimentation are 
qualitatively similar to the ice formation mechanism because 
they are natural moving boundary mechanisms that are influ
enced by the flow field but also alter the flow field. The dif
ferences between mechanisms can be shown by examining the 
characteristic forces of growth and decay of the boundary as 
shown by LaFleur (1991a). In some cases, the mechanism is 
dynamically nonlinear and leads to surface/flow instabilities. 
To reduce drag, the natural mechanisms must be harnessed or 
controlled using optimization-type criteria. If the mechanism 
is unstable, it is difficult to control. For example, the force of 
growth in the wing icing problem is the fluid itself and in the 
natural case, no decay force is present. This is an unstable 
growth mechanism that drastically degrades the wing's per
formance. Alternatively, the ice formation mechanism pro
posed here is grown on a cooled substrate and decayed by the 
flow. The ice formation mechanism is stabilized by the opposite 
growth and decay forces and is controlled by the engineer to 
reduce energy dissipation or drag. 

The theoretical and experimental aspects of the iceformation 
method have been dealt with extensively by LaFleur. The ice
formation method is classified as a harnessed natural design 
tool (LaFleur, 1988a) and evolves shapes using natural vari
ation and artifical selection (LaFleur, 1991a). LaFleur (1991b) 
explained the theoretical basis for optimal iceformation design. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
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An optimal control law was derived using variational theory 
by LaFleur (1990). 

As a conceptual design method, the iceformation method 
may alleviate the expensive computational search for good 
geometries and put the designer in the "ballpark" of optimal 
shapes. Design theory has shown that the iceformation process 
generates geometries of minimum energy dissipation when cer
tain values of flow and thermal parameters are selected 
(LaFleur, 1990, 1991b). Iceform geometries could be used as 
starting points for computational shape optimization to in
vestigate performance of perturbed iceform shapes or features. 

Past experimental work on iceformation design has shown 
that the method is feasible as a design tool. Bowley and Coogan 
(1967) used ice formation as a shaping mechanism in a smooth 
transition to the inlet of a square channel. A ninety degree 
elbow iceform (Lahey and Bowley, 1981) was generated using 
a dry ice cooled box with perpendicular inlet and exit. Carlson 
(1975) performed iceformations about a cylinder in crossflow 
and tested for drag reduction. Since the error bars were large, 
a conclusion of drag reduction could not be reached. However, 
the shapes that were generated had "ear" shapes that might 
delay separation. Cheng et al. (1981) found similar shape re
sults. 

In turbomachinery flows, LaFleur (1988a) first used the 
iceformation mechanism to generate monotonic diffusers and 
a new concept ring diffuser. The iceformation technique pro-

, duced geometries of better pressure recovery than conical dif
fusers. Second, LaFleur (1988b) treated the practical, complex, 
three-dimensional separated flow of a turbine endwall. New 
concept turbine endwall iceforms were generated by forming 
ice on the flat plate "hub" between turbine blades. 

In summary, past iceform studies showed that new geometry 
concepts can be generated for a variety of complex flow sit
uations, performance improvements can be obtained for flows 
with a variety of pressure gradients, ice geometry features 
correspond to altered flow patterns, the ice geometry is con-
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trolled by flow and thermal parameters, and steady state char
acterization is an alternative to transient modeling. 

2 The Cylinder/Endwall Juncture Problem 
A cylinder mounted on its end to a flat plate (called an 

endwall) was used to model the flow about body/lifting surface 
junctures (Fig. 1). This type of juncture occurs in many prac
tical marine, aeronautical, turbomachinery and manufacturing 
situations where dissimilar geometries such as a wing and fu
selage are attached. 

Due to the cylinder pressure gradients, the boundary layer 
that develops on the endwall plate separates into a three-di
mensional "horseshoe vortex." The laminar and turbulent 
horseshoe vortex formations are well documented for cylinder 
leading edge junctures with flat plates by Belik (1973), Baker 
(1979), Eckerle and Langston (1987), Pierce and Tree (1990), 
and Awad (1990). The major differences between these studies 
are the range of Reynolds numbers, inlet boundary form, and 
the number of vortices (instantaneous and time-averaged) ob
served on the leading edge plane of symmetry. For the turbulent 
inlet boundary layer, the number of vortices observed is a 
controversial issue while the laminar case has been established 
by Baker (1979). 

The horseshoe vortices support high momentum and energy 
exchange between the free stream and the endwall near the 
juncture. Ireland and Jones (1986) and Goldstein et al. (1985) 
present mass/heat transfer contour data that indicate transport 
and stagnation of the free stream flow on the endwall surface. 
They also indicate relatively lower but more complex transport 
in the wake region. In this paper, shaping the endwall near 
the cylinder/endwall juncture is envisioned as a means to con
trol the momentum transport of the horseshoe vortices and 
the unsteady wake and reduce the juncture drag power. 

The cylinder body approximates the leading edge of wings 
or struts. A number of endwall shapes have been considered 
to improve the juncture flow between wing bodies and flat 
plates. Hoerner (1965) showed fillets reduced the interference 
drag of wing/strut junctures and fairings that reduced the drag 
of strut/strut junctures. More recently and in turbulent flow, 
Sung et al. (1988) stated that a leading edge fillet reduced the 
size and strength of the horseshoe vortex and reduced non-
uniformities in the near-endwall wake velocity profiles. How
ever, drag or drag reduction were not assessed. Devenport et 
al. (1990) reviewed leading edge fairings. These shapes were 
used by Sung et al. and Pierce et al. to reduce the leading edge 
separation and strength of the horseshoe vortex. Devenport et 

cylinder diarreter - D 
height of the opposite 

channel wall = 2.5 D 

-adiabatic 
cylinder 

cold parent surface 
endwall surface 

Fig. 1 Cylinder/endwall juncture model 

al. evaluated the use of a fillet of radius 0.53 wing thickness 
around the entire perimeter of the juncture. Devenport et al. 
(1990) found that "...the fillet does not modify the wing-body 
junction in a desirable way" and that "A flow-control device 
that eliminates leading-edge separation is likely to be more 
effective." Alternatively, this iceformation paper uses a method 
of contour design that alters the flow separation region, the 
horseshoe vortices and near-endwall wake flow with the goal 
of reducing drag. 

3 Method Considerations 
Use of the iceformation method requires careful consider

ation of procedures and constraints. Previous work on the 
method has established a design science basis (LaFleur, 1990, 
1991a, 1991b). The relevant assumptions for this work are the 
following: 

1 The inlet water boundary layer is of the laminar-Blasius 
type 

2 The interface geometry is a unique function of space, 
Reynolds number and the thermal parameter 

3 Free-stream velocity and temperature and the uniform 
endwall temperature are experimentally controlled 

4 The cold endwall contains the entire juncture flow region. 
These assumptions allow use of previous design theory and 
insure tractable design results. 

3.1 Iceformation Method Procedures. The iceformation 
method uses three distinct procedures: preprocessing, proc
essing and postprocessing (LaFleur, 1988b). Preprocessing is 

Geometric Variables 
/ = 

r = 
y r 

1 = 

8 --
z = 

X -

D --
Z = 

= ice thickness y coor
dinate 

= normalized ice thick
ness 1/8 

= flat plate normal co
ordinate 

= wake structure x lo
cation relative to the 
cylinder's trailing 
edge 

= water channel depth 
= cross-stream coordi

nate 
= axial coordinate 
= cylinder diameter 
= geometric constraints 

Thermal Variables 
TV = 
T, = 

= water temperature 
= ice temperature 

T0 = 

8j = 

Flow Variables 

Up = 
Re = 

V = 

CD = 

W = 

Subscript 

S = 

M = 

i = 
J = 

phase change tem
perature 
thermal control 

free-stream velocity 
Reynolds number 
based on D 
kinematic viscosity 
drag coefficient, 
based on frontal area 
drag power 

steady-state condi
tion 
optimal condition 
(minimum) 
vector counter 
vector counter 

Uncertainty of Measured Variables 
Re 
Re 
Bj 

cD 

Is 

\/D 

ice formation 

iceformation 

= iceformation + / - 4 0 
= drag test + / - 625 
= thermal control + / 

-0.007 
= drag coefficient— 

Fig. 10 
= ice thicknesses nor

malized by the chan
nel depth + / - 0 . 0 0 2 

= structure locations 
+ / - 0 . 0 1 7 
Wake Fork Angle 
+ / - 0 . 5 degree 

= = phase change 
mechanism 

= = controlled design 
mechanism 

Journal of Fluids Engineering MARCH 1993, Vol. 115/27 

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Iceformation method procedures LAST SCREEN 

Procedure 

Preprocessing 

Processing 
Postprocessing 

Table 2 

Dependent Independent Relationships 
variables variables 
Re, 6T and Z f5 and W 8T(Re, Z, fs> W) 

or Re(0r, Z, fs, WO 
and Z(Re, BT, fs> WO 

f Z,Re, 0 randf f(Z, Re, 0r, r) 
fs and W Z, Re and 0r W(Z, Re, 6T, &) 

and fs(Z, Re, BT) 

Preliminary experiment parameter matrix 
Exp # . Re 0r 

1 1480 0.37 
2 737 0.37 
3 1843 0.37 
4 1480 0.27 
5 1480 0.44 
6 737 0.28 
7 1843 0.27 
8 737 0.43 
9 1843 0.45 

Region A is bordered by experiments 1, 2, 5, and 8. 
Region B is bordered by experiments 1, 2, 4, and 6. 
Region C is bordered by experiments 1, 3, 4, and 7. 
Region D is bordered by experiments 1, 3, 5, and 9. 

used to inversely determine flow and thermal control param
eters. Processing is shape design using either an experiment or 
numerical simulation of surface ice formation. Postprocessing 
interprets the geometric results, forms relationships, and de
termines drag performance. Postprocessing relationships can 
help solve the preprocess inverse problem and allow selection 
of beneficial geometric features. The procedures may be dis
tinguished by which variables are dependent or independent 
as shown in Table 1. Information flow from one procedure to 
another forms "the iceformation method." 

3.2 Iceformation Control and Geometric Con
straints. The iceformation method has two control degrees 
of freedom; thus two conditions can be arbitrarily selected. 
To determine 8T and Re for optimization, two selections are 
permitted. 

1 Optimization selection, 5W=0 
2 Geometric selection, fs, or Reynolds number selection, 

Re; or Temperature selection, 6T, where the control parameters 
are 

„ TP-T0 UFD 
— and Re = 

T T (1) 

The above selections are planes or loci on the function surface 
of drag versus geometry, flow and thermal control parameter 
coordinates. 

In this work the geometric constraints were selected as zero 
initial ice thickness and cylinder diameter based on desired 
Reynolds number range. These selections insure that the ge
ometries are applicable to an engineering system. Drag reduc
tion can only be verified by comparing the "relevant" iceform 
shapes to other shapes that satisfy the same geometric con
straints. "Artifacts" are those geometric features which are 
not relevant to the design problem but arise due to experimental 
design. Variation of the geometric constraints is performed to 
investigate whether a certain feature is an artifact or relevant 
geometry. Artifact geometries do not vary when geometric 
constraints are varied, i.e., 

dZ, 
= 0, then fSil- is an artifact with respect to Zj. (2) 

Relevant geometries vary in response to geometric constraint 
variation. 

3.3 Experimental Error Effects in the Method. 
Accounting of uncertainties is important because preliminary 
experimental data was used to control the design solution. 
Potential errors associated with the experiments are as follows: 

V 6 .3 
freezing copper 
plate thickness 
0.64 

l iabatic 
30.5-

adiab 
cylinder diameter 5.1 

-22.5-

INLET FLOW 

EXIT 13.3 DEEP WATER TUNNEL 

TOP VIEW: flush with the endwall 

Fig. 2 Axial flow water tunnel and cooled flat plate (all lengths in cen
timeters) 

1 geometrical measurements (maximum ice thickness) 
2 thermal measurements (water, parent surface) 
3 velocity measurements (free-stream velocity) 
4 surface fitting of a finite number of points 

The most probable magnitude of errors of 1, 2, and 3 are listed 
in the Nomenclature. Errors due to the surface fit are discussed 
later. 

4 Preliminary Experiments 

Preliminary iceformation experiments were used to explicitly 
relate steady state geometry and control parameters such that 
fs(07-,Re) where fs is the nondimensional juncture geometry 
measured on the.y axis (Fig. 1) normal to the flat plate parent 
surface. 

4.1 Experimental Apparatus and Preprocessing: Parame
ter Test Matrix. The cylinder/endwall juncture contour was 
shaped by ice formation over a cooled flat plate in a water 
tunnel shown in Fig. 2. The laminar boundary layer flow of 
water starts upstream of the cooled plate after a series of flow 
straighteners. The adiabatic cylinder was placed on-end on the 
plate to create a juncture between two dissimilar shapes. The 
circular cylinder shape was chosen as an adiabatic geometric 
constraint for this study. Other shapes using cooled bodies 
such as cylinders, teardrops or wings are plausible for further 
work on the design of the body and its juncture such as the 
sail/hull problem being considered by LaFleur (1992). 

The ice contours correspond to certain values of the flow 
and thermal control parameters, 9T and Re. The Reynolds 
number based on cylinder diameter range was relatively low 
(700 < Re < 2000). The water and cold flat plate temperatures 
yield a thermal parameter range of 0.25 < 0r< 0.5. A test matrix 
shown in Table 2 uses three values of each parameter. The 
3 x 3 test matrix created four control space regions. 

4.2 Processing: Generation of Ice Contours. 
Experiments were run by selection of a 6T and Re pair, setting 
and verifying conditions, and then running the ice formation 
process. Free-stream velocity and boundary layer thickness 
were measured using a tracking laser and a hydrogen bubble 
technique outlined by Iritani et al. (1983). Hot film anemo
meter measurements verified that a Blasius velocity profile 
existed where the cylinder leading edge would be located. The 
conditions produced Baker's laminar four vortex flow regime 
(Baker, 1979) when the cylinder was placed in the flow. 
. Ice formation steady states were verified by laser-tracking 
the contour's maximum ice thickness point. The steady-state 
contours for the nine experiments were plaster cast for later 
study. The same test matrix, listed in Table 2, was used to 
generate nine contours without the cylinder to investigate the 
effect of the cylinder body constraint on flow separation and 
contouring. Without the cylinder, the boundary layer does not 
separate and a monotonic wedge shape was obtained. The 
without cylinder cases provide information about the wedge 
artifact. 
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Fig. 3(a) Leading edge slice 0r=O.37, Re = 737 

Fig. 3(b) Leading edge slice 0T=O.37, Re = 1480 

Fig. 3(c) Leading edge slice 6r= 0.37, Re = 1843 

x o.oo , , . . . 
Ctf 0.00 0.05 0.10 0.15 0.30 0.25 

s Max. Ice - With Cyl inder 
Fig. 4 Comparison of maximum ice thickness with and without cylinder 
to prove that the wedge is an artifact versus the cylinder 

4.3 Postprocessing: Horseshoe Vortex Iceform. Figures 
3(a), 3(b), and 3(c) show sample leading edge profiles of the 
iceform juncture geometries obtained using a carpenter's spline 
along the line of symmetry. The contour structures are valleys, 
v, ridges, r, and a maximum, m. In all cases the initial flow 
topology matched Baker's four vortex regime. As the ice formed 
on the flat plate, the flow topology bifurcated to result in two 
cases of one valley/one ridge (Fig. 3(a)), six cases of two valley/ 
two ridge (Figs. 3(b) and 3(c)) and one borderline case where 
a ridge and valley coincide. 

The effect of the cylinder on the flow is traditionally in
vestigated (Baker, 1979 and Goldstein et al., 1985) by per
forming tests with and without the cylinder. Leading edge 
profiles for the "without cylinder" case are shown along with 
the "with cylinder" contours in Figs. 3(a), 3(b), and 3(c). A 
wedge shaped region does not vary appreciably when the cyl
inder is absent. Since the wedge feature is independent of the 
variation in the cylinder geometric constraint, the shape is 
hypothesized to be a "wedge artifact" and satisfies the artifact 
criterion of Eq. (2). Figure 4 shows a comparison of nondi-
mensional ice thickness at the maximum ice point for the cases 
with and without the cylinder body. Therefore, the wedge is 
an artifact due to the artifact line. 

4.4 Postprocessing: Geometry Relationship to Control 
Parameters. Characterization of the maximum ice point al
lows the point to be controlled. Figure 5 shows a plot of the 
maximum ice geometry versus the nine control parameter var
iations. Colder water yields thicker ice as indicated by lower 
6T values. Intuition based on two-dimensional flat plate knowl
edge suggests that an increase in Reynolds number should 
increase the fluid Nusselt number and decrease ice thickness. 
This intuition is supported by the 0j-=O.27 data. For 0r=O.37 
and 6T=0A4 the relationship is reversed; increasing Re, in
creasing fs. Also cross-over points (Labelled I and II on Fig. 
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Fig. 5 Maximum leading edge ice thickness versus thermal and flow 
parameters 

5) of the Re = constant curves indicate geometry independence 
of Reynolds number. 

A second order surface fit of the nine-point maximum ice/ 
parameter surface, fc(0r, Re), is used to characterize and con
trol the maximum ice point by specifying the flow and thermal 
control parameters. 

&(0r, Re) = (2.789- 13.250J-+ 16.3502
r) 

Re 
1(3.02- 15.760J-+21.O30I-) 1000 

Re 

1000 
(O.8892-4.81307-+6.751027-) (2) 

The error associated with the fit is within - 1 to 2 percent. 
The value of the correlation could be improved by running 
further experiments. Overall the effect of experimental errors 
on optimal iceform design are small because the optimal cri
terion is robust due to the flat, near-optimal-neighborhood 
about the predicted optimal conditions. 

4.5 Postprocessing: Juncture Geometry Contour. The 
three-dimensional separation and unsteady wake regimes cause 
great friction and heat transfer variation on the endwall sur
face. This results in a contoured endwall, £s(x, z), which cor
responds to altered flow phenomena, as shown by a sample 
contour in Fig. 6. The frontal contour roughly resembles the 
sedimentation shapes of Baker (1978). 

The contour features suggest that separation zones have 
thick ice and form ridges while attachment regions remain thin 
and form valleys. The horseshoe vortex flow wraps around to 
the sides of the cylinder body creating a slight upward grade 
that is consistent with a decrease in Nusselt number in the 
downstream direction; a new boundary layer forms after sep
aration of the inlet boundary layer. Figure 6 shows a juncture 
contour with two valleys and two ridges in the frontal separated 
region that is consistent with the slices of Figs. 3(b) and 3(c). 

4.6 Postprocessing: Unsteady Wake Iceformations. The 
wake region contours depict steady iceformation geometries 
for unsteady flow. The results showed three dominant wake 
region structures. Nearest the cylinder is a teardrop shaped 
ridge which is referred to as a "fairing ridge" (Fig. 6). This 
resembles the wake region shown by Eibeck (1990) in the wake 
of a cylinder with a teardrop fairing. Eibeck's circular cylinder 
does not show this result. 

The fairing ridge is followed, in the downstream direction, 
by a ridge which is coincident with the line of symmetry. This 
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Fig. 6 Cylinder contour Map c7 
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Fig. 7 Perspective of wake structure length and locations 

ridge resembles a splitter plate (which is known to reduce drag) 
that is confined to the endwall region. The "splitter ridge" 
may promote streamwise velocities by resisting side velocities 
and oscillations. 

Eventually the splitter topology changes to a double ridged 
fork shape between 1.0 and 2.0 cylinder diameters downstream 
of the cylinder. This seems to correspond with the beginning 
of wake separation lines shown by Eibeck (1990) and Ireland 
and Jones (1986). Figure 7 shows a relationship between the 
splitter extension (fork start) and the thermal and flow pa
rameters. The half cycle length of the shed wake was calculated 
to be 2.5 diameters downstream based on a Strouhal number 
of 0.21. The splitter ridges end and the forks begin before this 
point. Upstream of the fork, the iceform structures may be 
influenced by early stages of the shedding vortices. 

It is clear that the parameter surface on Fig. 7 bifurcates 
such that no splitter ridge exists for parameter region D. It is 
hypothesized that the region D geometries may have higher 
drag than other contours due to the absence of the beneficial 
splitter ridge. 

The fork angle indicates the degree of spreading of the de-

Thermal .1 
QDntrol 0 '"^ Diameter Reynolds Number 
Parameter Q̂ , ReD 

Fig. 8 Wake fork angle versus thermal and flow parameters 
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Fig. 9 Preprocess selection surface fit and loci of minimum maximum 
ice thickness versus thermal and flow control parameters 

veloping wake and the drag coefficient of the body. Figure 8 
shows the relationship between fork angle and the thermal and 
flow parameters. It is hypothesized that the larger fork angles 
on parameter region D geometries may result in higher drag 
than contours from other regions. 

5 Juncture Drag Power Reduction 
The leading edge and wake geometric features can be con

trolled by selection of dT and Re. Consequently, the flow and 
thermal parameter selection influences the design process and 
potential drag reduction. 

5.1 Preprocessing: Optimal Parameter Selection. The in
verse problem of determining optimal flow and thermal pa
rameters is solved using the preliminary experiment data with 
the adaptive control theory given by LaFleur (1991a). The 
optimum is stated in the parameter space, with the geometric 
constraints held fixed, as 

— ) = 0 at Re = Re«(0r) for fixed Z 
a R e / z , 9 r 

(4) 

Rather than seeking geometry that is optimum at one set of 
conditions, a geometry that performs well over a range of 
conditions is sought, i.e., a robust geometry. 

Figure 9 shows a relationship between the maximum leading 
edge ice thickness and the flow and thermal parameters, £s(®n 
Re). The crossing of Re = constant curves on Fig. 7 indicates 
points of Reynolds number independence which lie on a locus 
of minimums on the {S(9T, Re) surface. The minimum is evident 
in the low slope area of dT= constant curves in region A. This 
allows selection of minimum drag power by satisfying the 
necessary condition of the adaptive performance goal, Eq. (4). 
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Fig. 10 Axial flow tunnel with cylinder endwall model (lengths in cen
timeters) 
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Fig. 11 Model drag coefficients and percent drag reduction versus 
diametrical Reynolds number 

Based on Eq. (4), a derivative of the surface curve fit (Eq. 
(3)) yields an explicit formula for the minimum curve, R e ^ r ) 
on the fc(07-> Re) surface. The equation for the minimum curve 
is 

R e ^ r ) = 500 
(3.02-15.76flr+21.03fl2

r) 
(5) 

(0.8892- 4.8130r+6.7510r) 

Equation (5) can be inverted to obtain 0r(ReM) for the range 
of Reynolds numbers from 700 to 2000. The loci of minimums 
is drawn on Fig. 9 by plotting R e ^ r ) and $S(RZM(QT),QT) with 
0 ras a curve parameter. The curve traverses region A, a corner 
of region B and through region C. Region D contains no part 
of the loci of minimums curve. Region D geometries were 
hypothesized to have higher drag; therefore it is prudent, both 
theoretically and experimentally, to use the loci of minimums 
for selecting drag reduction. 

The control surface plots indicate the effect of thermal un
certainty on the attainment of the optimal condition and par
ticular ice thicknesses (frontal area constraint). The lowest 
Reynolds number is the most sensitive to thermal errors as 
shown by Fig. 9. Moderate and high Reynolds number cases 
are less sensitive to thermal errors near the optimal criterion 
(see Fig. 9). The higher the Reynolds number, the less the 
effect of thermal errors on ice thickness selections. 

5.2 Processing: Test Case of Optimum Juncture 
Design. A sample experiment was run to verify the prelim
inary experiment/optimal preprocess methodology. Experi
mental control parameters were chosen to lie near the loci of 
minimums on Fig. 9 in the low slope region A (test case) as 
Re=1086 and 0r=O.396. These values were used in an ice-
formation experiment to generate a steady state juncture. The 
steady state contour was captured and cast twice, inverse and 
reverse (LaFleur, 1985), to produce a dental stone replica of 
the juncture iceform. Two copies were made to check casting 
accuracy and double measurement magnitude in the drag test. 

6 High Reynolds Number Wind Tunnel Tests 
The two cylinder/endwall juncture replicas were mounted 

on each side of a thin plate. The plate was mounted vertically 
on a drag strut aligned on the centerline of a wind tunnel as 
shown in Fig. 10. Drag force of the models was measured 
directly using a force transducer. 

The junctures were tested for drag force over a range of 
Reynolds numbers, Re, from 0.5 x 106 to 1.3 x 106. This range 
of Reynolds numbers is much higher than the range used in 
the iceformation experiments (Re = 700 to 2000) because the 
water tunnel could not provide quality drag force data. Equa
tion (4) indicates an adapted geometry that performs well over 
a range of conditions. Thus a geometry formed at a low Reyn
olds number may perform well at high Reynolds numbers. 

The drag coefficient was calculated based on total frontal 
area including strut and plate mounting hardware. To examine 
the effects of the plate/strut mounting, the drag signature of 
a bare flat plate was measured. A cylinder/flat plate model 
was tested to show the effects of the wedge artifact. Due to 
the requirement of constant geometric constraints, the wedge/ 
flat and wedge/contour models had the same frontal area and 
inlet boundary layer. 

Figure 11 shows the model drag coefficients versus Reynolds 
number. The mean and scatter bar data correspond to the 
measured model drag forces including the strut mount. The 
flat plate + strut drag coefficient is the highest. This is because 
the frontal area is the lowest. The flat plate + cylinder + strut 
drag coefficient is next highest because the frontal area increase 
(by adding the cylinder to the flat plate) does not offset the 
increase in the drag due to the cylinder body, cylinder end, 
and juncture flows. 

The drag of the wedge + cylinder models are comparable 
because the frontal area is the same. The iceform contour has 
the lowest drag coefficient over the tested Reynolds number 
range. The drag data for Reynolds numbers 0.51 x 106 and 
0.6 x 106 may contain the influence of transition because of 
the two-dimensional cylinder transition between Reynolds 
number 0.2 x 106 to 0.5 x 106 (Schlichting, 1979). At Reynolds 
numbers above 0.6 x 106, the iceform juncture has a 10 percent 
lower total drag (including the strut) than the flat juncture. 

Subtracting the wind tunnel strut, plate, cylinder and cyl
inder end-effect drag forces yields a greater percentage of junc
ture drag reduction; this is similar to interference drag used 
by Pierce and Nath (1990). This has practical appeal because 
interference drag can be added to the sum of the drag of the 
parts. However, the drag of this unsteady three-dimensional 
flow cannot be algebraically added to two-dimensional cylinder 
and plate flow because of nonlinear interactions. 

In this paper, to calculate the percent drag reduction, the 
strut drag signature was subtracted from the wedge/flat and 
wedge/contour drag signatures to allow comparison of only 
the cylinder and endwall drag. 

Percent Drag Reduction 

CD(wedge/flat) - (^(wedge/contour) 
(6) 

Cfl(wedge/flat) 

Figure 11 shows the percentage drag reduction of the wedge/ 
flat contour versus Reynolds number based on Eq. (6). Above 
a Reynolds number of 0.6 x 106, the iceform juncture contour 
(wedge/contour) has an average of 18 percent lower drag than 
the flat (wedge/flat) juncture. 

7 Low Speed Leading Edge Flow Visualization 

Drag reduction corresponds to a difference in flow patterns 
over the different juncture geometries (flat versus contour). 
With the adaptive goal satisfied, drag may be reduced at low 
(1086) and high (0.5 x 106 to 1.2 x 106) Reynolds numbers. The 
juncture flow was visualized at the iceformation Reynolds 
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Fig. 12 Leading edge flow pattern for the flat endwall 
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Fig. 13 Leading edge flow pattern for the contoured endwall 

number (Re = 1086) using a laser sheet aligned on the centerline 
upstream of the cylinder leading edge. Photographs were taken 
to examine the steady laminar vortex details. 

The wedge/flat model produces a laminar flow which cor
responds to Baker's (1979) four vortex regime as shown by 
Fig. 12. The iceform juncture geometry produces a flow that 
topologically has three vortices as shown in Fig. 13. This steady 
state flow matches the class 1133 topology suggested by LaFleur 
and Langston (1990). 

Comparing the two flow visualizations indicates that ice 
shaping re-energizes the flow entering the corner vortex. Un
doubtedly the complex pressure gradients and surface shear 
stresses are altered. The vortices for the wedge/flat model are 
smaller in diameter. Mapping the upstream boundary layer 
vorticity via pressure gradients into the vortices shown, one 
can assume that the total angular momentum in each vortex 
system is the same. By the principle of vortex filament stretch
ing, it is fundamental that for the same angular momentum, 
a smaller vortex will lead to higher viscous dissipation. There
fore starting at the leading edge plane of symmetry flow, the 
iceform contour has the performance advantage. This advan
tage may accumulate in the downstream direction leading to 
the wake region. 

The iceform contour may offer a pocket for the vortices. 
This results in less perturbed two-dimensional streamlines about 
a larger span of the cylinder body. The contour may reduce 
the drag by controlling the vortices and lowering the drag of 
the cylinder's span in the vicinity of the juncture. 

8 Conclusions 
A cylinder/endwall juncture was designed using the icefor-

mation method. Postprocessing of preliminary experiments 
showed that iceform contour surface features in the horseshoe 
vortex and unsteady wake regions are related to control pa
rameters. A test case of an optimal criterion was run to verify 
the methodology. An experimentally generated juncture ice
form shape tested for drag performance had an average of 18 
percent lower drag than a flat plate juncture. The juncture 
iceformation results indicate that the iceformation method is 
feasible for drag reduction of other unsteady three-dimensional 
flows. 
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Evaluation and Comparison of 
Bounding Techniques for 
Convection-Diffusion Problems 
The effects of bounding the skew upwind and the second-order upwind discretization 
schemes for the convection terms in convection-diffusion transport equations have 
been studied. Earlier studies indicated that these two schemes produce less numerical 
diffusion but introduce unacceptable numerical dispersion or oscillations in the 
solution if not bounded. A simplified analytical treatment exploring the reason for 
this behavior is presented. Two bounding techniques, the flux-corrected transport 
and the filtering remedy and methodology were evaluated. Test problems used in 
the evaluation are (i) one-dimensional convection of a rectangular pulse, (ii) trans
port of a scalar step in a uniform velocity field at an angle to the grid lines, {Hi) 
Smith and Hutton problem, {iv) two-dimensional convection of a square scalar 
pulse in a uniform velocity field at an angle to the grid lines, and (v) two interacting 
parallel streams moving at an angle to the grid lines. The results indicate that the 
flux-corrected transport eliminates the oscillations in the solution without intro
ducing any additional numerical diffusion when used with both schemes. The filtering 
remedy and methodology also eliminates the oscillation when used with the skew 
upwind scheme. This technique, however, is not effective in reducing the over-shoots 
when used with the second-order upwind scheme. 

1 Introduction 
Two of the main sources of errors in numerical modeling 

of convection-diffusion transport problems are numerical dif
fusion and numerical dispersion. The term "numerical dif
fusion" refers to numerically induced smearing of the predicted 
profile while, "numerical dispersion" refers to the nonphysical 
spatial oscillation or over-/under-shoots produced in the so
lution. These errors can be attributed to the differencing scheme 
used for discretizing the convective terms in the governing 
equations. Various differencing schemes for discretizing the 
advection terms in the convective-dif fusive transport equations 
have been proposed and evaluated in the past. Among others, 
Leschziner (1980), Smith and Hutton (1982), Syed et al. (1985a), 
Syed and Chiappetta (1985), Shyy (1985), Huang et al. (1985), 
and Sharif and Busnaina (1988a, 1988b) evaluated several 
schemes including the skew upwind differencing (SUD) 
(Raithby, 1976) and the second-order upwind differencing 
(SOUD) (Shyy, 1985). These studies indicated that, in general, 
lower-order schemes suffer from excessive numerical diffusion 
while higher-order schemes produce less numerical diffusion. 
But, higher-order schemes introduce unacceptable nonphysical 
spatial oscillations or numerical dispersion in the solution es
pecially for high Peclet number' flows skewed at large angles 
to the grid lines. Although SUD is not formally a higher-order 

'Pe = velocity x cell width/diffusivity. 
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scheme, finite differencing of the convection terms along the 
streamwise direction substantially reduces the cross-stream nu
merical diffusion (Leschziner, 1980). In the evaluation of SUD 
(Leschzinar, 1980; Syed et al., 1985a; Syed and Chiappetta, 
1985; Sharif and Busnaina, 1988a, 1988b) and of SOUD (Shyy, 
1985; Sharif and Busnaina, 1988a), it was shown that although 
the overall performance of these two schemes is better (than 
some other widely used schemes likely first-order upwind, 
weighted upwind, hybrid central/upwind, etc.) in the sense 
that numerical diffusion is significantly less, they suffer from 
numerical dispersion. 

The oscillation errors produced by different schemes can be 
attributed to the dominance of the third (or other odd num
bered) order derivatives in the modified equation derived from 
a model convection equation incorporating the particular 
scheme. This happens when the second-order derivative is elim
inated from the modified equation in order to reduce numerical 
diffusion. Furthermore, if the scheme does not satisfy the 
boundedness principle (Syed et al., 1985b), over or under
shoots are expected in the solution. A scheme should be total 
variation diminishing (TVD) to produce oscillation free so
lution (Harten, 1983). The total variation of a discrete solution 
to a conservation law for a variable 4> is defined by TV(<£) = 
E,lf/>,+ 1 - fa]. A numerical scheme is said to be TVD if 
TV(r/>"+') < TV(0") where the superscripts refer to the values 
at successive time steps. The TVD conditions can be imposed 
if the schemes are bounded by a suitable bounding or flux 
limiter algorithm. Several bounding or flux limiter TVD al-
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gorithms have been proposed in the past. Boris and Book (1973) 
and Book et al. (1975) proposed the flux corrected transport 
(FCT) algorithm which was later improved by Zalesak (1979). 
In the method proposed by Zalesak, fluxes computed using a 
lower-order and a higher-order scheme, are blended to obtain 
monotonic solution. Chapman (1981) proposed the Filtering 
Remedy And Methodology (FRAM) which introduces a strong 
local nonlinear dissipation into each of the governing equations 
to dampen nonphysical noise due to the differencing scheme 
for the convection terms. Over the last several years Van Leer 
(1974) (Monotonic Upstream-centered Scheme for Conserva
tion Laws, MUSCL), Roe (1981, 1985) (super-bee), Chakra-
varthy and Osher (1983), and Harten (1983) proposed TVD 
satisfying second-order flux limiter schemes to obtain oscil
lation free solution. Sweby (1984) reformulated these schemes 
on a general basis and compared their performances. These 
schemes are found to produce sharp profiles for one dimen
sional convection of discontinuities. Hirsch (1988, p. 528) pro
vides an excellent review and analysis of these TVD schemes. 
Recently, Gaskell and Lau (1988) proposed a curvature com
pensated boundedness preserving transport algorithm 
(SMART) which ensures monotonic solution while maintaining 
a high degree of accuracy. Leonard (1988) proposed a Simple 
High-Accuracy Resolution Program (SHARP) which he used 
to eliminate the oscillation problems associated with his earlier 
proposed QUICK scheme (Leonard, 1979). Bell et al. (1988) 
developed an unsplit higher-order Godunov method for scalar 
conservation laws in two dimension. More recently, Bell et al. 
(1989) proposed a second-order projection method for incom
pressible Navier-Stokes equations. 

The numerical diffusion of SUD or SOUD is significantly 
less than that of the first-order schemes or comparable to some 
of the higher-order schemes. Therefore, it would be extremely 
useful if the oscillations produced by these schemes could be 
eliminated without introducing additional numerical diffusion. 
This is the motivation behind studying the bounding of these 
schemes for a variety of test cases. Extensive numerical eval
uation of the bounded SUD and SOUD schemes using diver
sified flow situations has not been performed yet. The present 
paper evaluates the effects of bounding the SUD and the SOUD 
schemes to eliminate numerical dispersion or oscillations. A 
simplified analysis exploring the reason why these schemes may 
produce oscillations in the solution is presented. The FCT 
algorithm of Zalesak (1979) and the FRAM algorithm of Chap
man (1981) are used for bounding the schemes. Although these 
algorithms are fundamentally TVD schemes, they are essen
tially a two-step procedure as opposed to the other TVD 
schemes which are single step procedure (Sweby, 1984). They 
can also be conveniently incorporated into any existing com
puter code based on a higher-order scheme prone to numerical 
oscillations, without any major modification. Relative com
parisons of the effectiveness of these two bounding techniques 
are presented. The evaluation process is based on a few bench 
mark laminar flow test cases. Effects of blending the SUD or 
the SOUD scheme with a lower-order scheme in a transient 
solution algorithm similar to the one used in this study, have 
not been examined before. Syed and Chiappetta (1985) studied 
the blending of SUD and quadratic upwind interpolation dif

ferencing with full upwind differencing using steady-state 
TEACH-type algorithm and obtained oscillation free solu
tions. 

2 Computational Procedure 

2.1 The Governing Equations. The governing equations 
of the two-dimensional incompressible flow field are the con
tinuity equation, the conservation of momentum in the x and 
v directions, and the scalar transport equation. These equations 
expressed in the conservative form in Cartesian coordinates 
are given respectively as 

(1) 
du dv „ 
dx dy 

du duu dvu dp 
dt dx dy dx 

dv duv dvv dp 

dt dx dy dy 

(d2u d2u 

(d2v 3V 
W+dy\ 

d(f> du4> dv(j> d2<j> d% 

dx2 + ay 

(2) 

(3) 

(4) 

2.2 The Finite Difference Equations. For the finite dif
ference solution of the governing equations, a staggered mesh 
is used where the pressure and any scalar are placed at the 
center of the cell control volume while the velocity components 
u and v are placed at the cell faces. The numerical procedure 
followed here is based on the MAC method (Hirt et al., 1975). 
In the finite difference approximations, forward differencing 
is used for the time derivatives and central differencing is used 
for the pressure and the diffusion terms. The finite difference 
approximations for the convection terms (considering the sca
lar transport equation) are 

5 M 0 . uRi4,(j>R-

dx 

UL,4><S>L 

AXi 

I /_; ~ 
dy Ayj 

(5) 

(6) 

where uL(f> and uR^ are the jc-component of velocity at the left 
and the right faces and vB_0 and vT:4, are the _y-component of 
velocity at the bottom and top faces of the cell control volume, 
respectively. The quantities with on top are approximations 
to the convected quantities at the respective faces which are, 
in general, the interpolated (or extrapolated) values at some 
location. The interpolation method depends on the particular 
scheme employed. The explicit expression for </>"/' at time (n 
+ 1) At is given by 

tijl = 4>Zj + At(...Y. (7) 
Convection, diffusion, and source terms occur in the paren
theses of the right-hand side in Eq. (7). 

2.2.1 Skew Upwind Differencing (SUD). The advected 
values of u, v, and 4> at the cell faces are approximated by 
considering the direction of the velocity vector at the cell face 
and interpolating between the nodal values for the particular 
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= ratio of pressure and the con
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Fig. 1 (b) 
Fig. 1 Illustration of the skew upwind differencing 

variable at two appropriate nodes among the nodes surround
ing the cell face. The two appropriate nodes are selected going 
upstream along the direction of the velocity vector at the cell 
face all the way back to the line joining the nodes as shown 
in Fig. 1(a). 

2.2.2 Second-Order Upwind Differencing (SOUD). The 
advected quantities at cell faces are approximated by linear 
extrapolation to the cell face of two successive immediate up
stream nodal quantities. For uniform grids this scheme yields 
second-order accuracy. 

The formulations of the advected quantities at the cell faces 
for SUD and SOUD schemes are given elsewhere (Sharif and 
Busnaina, 1988a). 

3 Bounding 

3.1 Boundedness of SUD and SOUD. To analyze the 
boundedness of SUD and SOUD, consider two-dimensional 
convection of a scalar in a uniform flow field (uLi4, = UR^ = 
M^and vBi4> = vTi$ = v^). Also neglect diffusion and assume 
uniform square grids (Ax = Ay) for simplicity. For a general 
scheme, the steady-state solution for faj can be obtained as 
(Sharif and Busnaina, 1988b) 

Q/'0/,/' = Q-1J-10/'-1J-1 + Q-lj4>i-lj+Ci- \J+l<$>i~\J+ I 
+ Qj- i0y-1 + Qj+ i4>ij+1 (8) 
+ C,'+1 j-10/+ I j - I + C/+1J0/+ \j + Cj+ ij+ l4>i+ij+1 

where the coefficients C's depend on the chosen scheme. 

According to the boundedness or discrete maximum prin
ciple, in absence of any source, the solution of the transport 
equation should lie within the bounds of the values of </> at the 
boundary of the flow domain (Syed et al., 1985b). The suf
ficient (but not necessary) conditions for the discrete solution 
to obey this boundedness principle are: (i) the coefficients in 
Eq. (8) must all be positive and (ii) the central coefficient must 
be the sum of its neighbors. These principles ensure that when 
there is no source, <j>jj is simply the weighted mean of the 
neighboring <l>'s such that no extraneous extreme can be pro
duced (Syedet al., 1985b). 

For SUD, with reference to the flow situation shown in Fig. 
1(b), the steady-state solution for </> can be obtained as (Sharif 
and Busnaina, 1988b) 

(U^+V^lMij- ("0*1 + tV*2)0i-lj-l + ("^2 

- i^a2)(fo_ u + {v^fli - UfbMjj-1 (9) 

Extended nine point computational molecule is used in SOUD 
for which the steady-state solution for <j> can be obtained as 

l.5(u^/Ax+v^/Ay)<j>u = (2u4,/Ax)(j)^]j + (2v^,/Ay)(j)U_l 

-(P.5u</Ax)4>i-2J- (O.Svi/AyWu-i (10) 
Thus, for both SUD and SOUD, condition (ii) above is 

satisfied but the influence coefficients are not all positive im
plying that these schemes do not satisfy the boundedness prin
ciple and numerical oscillations in the solution are expected. 
For these reasons, there is a need to bound these schemes and 
to explore how different bounding techniques affect their pre
dictions. This paper examines the effects of bounding these 
two schemes to eliminate the oscillations in the solution. The 
two selected bounding techniques for the study are (i) flux-
corrected transport (Zalesak, 1979) and (ii) filtering remedy 
and methodology (Chapman, 1981). 

3.1.1 Flux Corrected Transport (FCT). "In its simplest 
terms, FCT constructs the net transportive flux point by point 
(«on-linearly) as a weighted average of a flux computed by a 
low order scheme and a flux computed by a high order scheme. 
The weighting is done in a manner which insures that the high 
order flux is used to the greatest extent possible without in
troducing ripples (overshoots and undershoots)" (Zalesak, 
1979). The flux correction algorithm presented by Zalesak is 
adapted to suit the solution algorithm used in this study. SUD 
or SOUD is taken as the higher-order scheme and full donor 
cell upwind is taken as the lower-order scheme. 

3.1.2 Filtering Remedy and Methodology (FRAM). In 
the FRAM algorithm, a provisional advanced time solution is 
calculated using a higher-order algorithm. Then local bounds 
on the advanced time solution are determined. Finally a strong 
local dissipation flux is introduced into the equations when 
the provisional solution is not within the local bounds. The 
local bounds are obtained from the maximum and minimum 
values of the surrounding nodal quantities. Consider a two-
dimensional model convection equation 

dt dx dy (11) 

where U and V are positive constant velocity components in 
x and y directions. If full upwind differencing is used then the 
resulting modified equation is obtained as 

dt - + 

VAy 

2 

dx+ dy~\ 2 ~ 2 ) 

V2At\ 32< 

9 ^ 
dx2 

)dy2 

,3^0 -UVAti-^ + HOT 
dxdy 

(12) 

The second-order derivatives in the right-hand side of Eq. 
(12) representing artificial diffusion are introduced into the 
higher-order equations when the solutions of those equations 
exceed local bounds, 
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Fig. 2 Effect of Courant number Co on the SOUD-FCT prediction for 
the convection of a rectangular pulse 

4 Test Problems 
The test cases chosen for comparison and evaluation of the 

selected bounding techniques are; (i) one-dimensional convec
tion of a rectangular pulse, (ii) transport of a scalar step in a 
uniform velocity field at an angle to the grid lines, (iii) Smith 
and Hutton problem (Smith and Hutton, 1982), (iv) transport 
of a square scalar pulse in a uniform velocity field at an angle 
to the grid lines, and (v) interaction of two parallel streams. 

The flow in all cases is laminar to avoid the question of the 
reliability of turbulence models. The differencing schemes are 
subjected to the same boundary and initial conditions, stability 
criteria, and solution procedure. Predictions are obtained for 
pure convection flows (I Pe I = co) and convection-dominated 
flows where physical diffusion is present. Uniform square cells 
are used for all the test cases. In the following sections s 
represents the distance along the streamwise direction from 
the inlet, n represents the cross-stream distance, h represents 
the width of the flow domain, and A represents the grid size. 

4.1 One-Dimensional Convection of a Rectangular 
Pulse. Pure convection of a rectangular pulse is examined in 
this test problem. Fifty uniformly spaced grids (Ax = 1) are 
used with a time step At = 0.2. The pulse is spread over lOAx. 
The constant convecting velocity [/is specified equal to 1. This 
makes the Courant number Co = UAt/Ax = 0.2. In the ideal 
case (if the scheme is error free), this pulse should be convected 
downstream with the initial profile. 

For one-dimensional flow SUD reverts to full upwind dif
ferencing and introduces excessive numerical diffusion in the 
predicted profiles in this case. Bounding does not have any 
effect on the solution since oscillations are absent. On the other 
hand, SOUD produces over-shoots and oscillations which are 
totally eliminated by FCT without additional numerical dif
fusion and the pulse amplitude is also maintained (99.3 per
cent). FRAM, however, is not effective in eliminating the over
shoots and oscillations when used with SOUD. 

The dependency of the predictions on the Cournat number 
Co for this case is shown in Fig. 2. Results are shown for 
SOUD-FCT combination only. The figure indicates that the 
predictions are almost independent of the Co; being slightly 
closer to the exact solution at larger Co. Since SUD predictions 
are largely diffusive for this case and SOUD-FRAM combi
nation does not eliminate the oscillations, their predictions are 
not presented. 

4.2 Transport of a Scalar Step. This test case examines 
the transport of a scalar step downstream in a uniform velocity 
field. A square flow domain of unit dimension is used. The 
left and bottom boundaries are taken as the inlet whereas the 
right and top boundaries are the outlet. A uniform flow velocity 
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Fig. 3 Predicted steady-state profiles for different flow angles for the 
second test case 

Exact 
D SOUD 

* * * * * SOUD - FCT 
.. , .»-• . soup - FRAM 

0.0 0.2 0.4 0.6 

y 
1.CD.0 0.2 0.4 0.6 0.8 1.0 

y 

Fig. 4 Predicted steady-state profiles for different flow angles for the 
second test case 

of unit magnitude at the particular angle of interest is specified. 
A scalar step profile (jump from 1 to 2) is specified at the inlet. 
Flow angles of 11.3, 18.4, 26.6, and 45 deg to the grid lines 
are considered. These angles correspond to diagonals across 
1:5, 1:3, 1:2, and 1:1, respectively. A 20 x 20 grid (Ax = Ay 
= 0.05) is used with a time step of 0.02. The flow is assumed 
inviscid so that a step discontinuity should prevail across the 
dividing stream line and the exact profile at the vertical mid 
section (x - 0.5) is a step at.y = 0.5. The predicted profiles 
at the vertical mid section for different flow angles are shown 
in Figs. 3 and 4. These figures show that unbounded schemes 
produce over-shoots and oscillations of various magnitude at 
different flow angles. FCT eliminates the over-shoots and os
cillations without introducing any additional numerical dif
fusion. SUD-FRAM combination also eliminates the 
oscillations. However, FRAM fails to eliminate the oscillations 
when used with SOUD. For 45 deg flow angle SUD has least 
numerical diffusion and does not produce any over-shoot. This 
is expected because at this flow angle with uniform square grid, 
SUD has zero numerical diffusion in the cross-stream direction 
(Leschziner, 1980). The estimates of the average errors of the 
predicted profiles at different flow angles are shown in Fig. 
5. The average percent error is defined as 
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where N is the total number of nodes along the mid section 
and 4>e and <j>c are the exact and computed solutions, respec
tively. As expected, errors for the bounded schemes are con
sistently and considerably less than that of unbounded schemes 
except for SOUD-FRAM combination since FRAM is inef
fective with SOUD. It is also noted that the error is maximum 
around 26 deg flow angle. 

In order to examine the effect of grid refinement, predictions 
for the preceding case are also done for different grid sizes 
and average errors are estimated for the profile at the mid
section. Grid sizes of 0.1 (10 x 10), 0.05 (20 x 20), 0.033 (30 
x 30), 0.025 (40 x 40), and 0.02 (50 x 50) are used. The 
average errors are plotted against the grid size in Fig. 6. Since 
the velocity and time step are the same for all the grid sizes 
considered, the corresponding Cox's are 0.18, 0.36, 0.54, 0.72, 
and 0.90. The corresponding Co/s are half of these values 
since the velocity is half in the y direction. Thus the figure also 
represents average errors against Courant number. In this case 
also, the errors for the bounded schemes are consistently and 
considerably less than the errors for the unbounded schemes 
except for SOUD-FRAM case. The errors decrease quickly as 

INLET 0 OUTLET 

Fig. 7 Schematic of the third test case—Smith and Hutton problem 

Fig. 8 Contour plots of the scalar 4> over the flow domain for the Smith 
and Hutton problem (Di = 106) 

the grid is refined and the rate of decrease is slower for grid 
sizes less than 0.033. At a particular grid size or Co, the average 
error for SUD is less than that for SOUD. This is because the 
cross-stream numerical diffusion for SUD is less than that for 
SOUD. The same comments apply for bounded schemes also. 

4.3 Smith and Hutton Problem. Smith and Hutton (1982) 
used this problem for comparative evaluation of several nu
merical schemes. Schematic illustration of the problem is shown 
in Fig. 7. The governing equation is given by 

H 90 1 /d2<j> d$2\ 
dx dy Diydx2 dy2/ (14) 

where all the quantities are assumed nondimensional and Di 
is a diffusion number. The velocity field is specified as 

u = 2y(\-x2),v=-2x(\-y2) (15) 
The boundary conditions are specified as 
<^=l + tanh[10(2x+l)] for j = 0and - l<*<;0 (inlet) (16) 

(x=-\ 0<^<1 
<ji=l-tanh(10) j.y = 1 -1<X<1 (17) 

[x = 1 0<^sl 
This makes </> essentially 0 on x = ±1 and y = 1 and nearly 
2 at the origin. The rise of <j> from 0 to 2 occurs very sharply 
half way along the inlet. Zero normal gradient outflow con
ditions are imposed at the outlet portion of the boundary. This 
test case represents a complicated recirculating flow pattern 
where the convection variable changes rapidly over a small 
distance. 

A 40 x 20 uniform square mesh of size 0.05 with At = 
0.005 is used in the prediction for this test case. Predicted 
contour plots of the scalar for Di = 106 over the flow domain 
is shown is Fig. 8. Predicted profiles at the outlet section are 
compared with a fine grid solution in Fig. 9. The fine grid 
solution was taken as a basis for comparison by Smith and 
Hutton (1982). From these figures, it is seen that the un
bounded SUD produces little oscillations, and these are elim-
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Fig. 9 Predicted steady-state profiles at outlet section for the Smith 
and Hutton problem (Di = 106) 
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Fig. 10 Schematic of the fourth test case—convection of a square 
pulse in a uniform velocity field at an angle to the grid lines 

inated by both FCT and FRAM technique. The unbounded 
SOUD produces small over- and under-shoots which are elim
inated by FCT. The FRAM technique again is not effective 
when used with SOUD. The SUD-FCT and the SUD-FRAM 
predictions at the outlet section agree very well with the fine 
grid solution. 

4.4 Transport of a Square Pulse. In this test problem, 
pure convection of a square pulse in a uniform velocity field 
inclined at an angle 26.6 deg to the grid line is considered. A 
uniform 50 x 40 mesh with Ax = Ay = 1 is used. The velocity 
field is specified as u = 2 and v = 1 throughout the domain. 

Fig. 11 Surface and contour plots of the predictions for the fourth 
case by unbounded and bounded SUD 

test 

The mesh and the initial conditions are shown in Fig. 10. A 
time step of At = 0.05 (Co* = 0.1, Co ,̂ = 0.05) is used and 
the program is run for 100 time steps. As shown in Figs. 11 
and 12 both SUD and SOUD schemes produce under and/or 
over-shoots. The stream wise diffusion by SUD is appreciable 
which is expected since SUD only reduces cross-stream dif
fusion (Leschziner, 1980). Bounded SUD is free from over and 
under-shoots. However, because of the streamwise diffusion 
the pulse is elongated in the streamwise direction. This indicates 
a deficiency of SUD for transient predictions. The SOUD-FCT 
scheme produces the best result (Fig. 12) since under-shoots 
and over-shoots produced by the unbounded SOUD is elimi
nated and the pulse amplitude is maintained (</>max = 9.92) 
implying little numerical diffusion. The SOUD-FRAM scheme 
again is unable to eliminate the under and over-shoots. 

The error estimates for these predictions are given in Table 
1. The error is measured as 

E= Ax Ay 
£ y I 4>e ~ 4>c I / I </>e I 

N 
(18) 

where <j>e is the translated initial (undistorted) data, 0C is the 
predicted data, and N is the total number of grid points over 
which initial data is spread (100 for this test case). The errors 
do not vary considerably as the Courant number changes. A 
comparison of the SUD-FCT and the SOUD-FCT predictions 
for this test case at different Cox is shown in Fig. 13. The 
figure shows that the SOUD-FCT predictions have less nu
merical diffusion and the pulse amplitude is maintained. The 
shape of the square pulse, however, becomes more and more 
distorted and the error increases as the Courant number in
creases. This is due to increasing cross-stream numerical dif-
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Fig. 12 Surface and contour plots of the predictions for the fourth test 
case by unbounded and bounded SOUD 

Table 1 Errors at different Courant number for the fourth 
test case 

Scheme 

SUD-FCT 
SOUD-FCT 

0.1 

4.45 
1.94 

Error at Co 

0.2 

4.31 
2.27 

0.4 

3.99 
2.87 

fusion. The errors, however, are much less than the SUD-FCT 
errors. Figure 13 shows that the SUD-FCT predictions always 
suffer from streamwise numerical diffusion which reduces the 
pulse amplitude. 

4.5 Interaction of Two Parallel Streams. The interaction 
of two parallel streams of different velocities moving at an 
angle of 26.6 deg to the grid lines is considered. In this case, 
since the advecting velocities are also functions of space and 
time, the momentum transport equations are nonlinear which 
makes it different from the first test case. The schematic for 
this test case is shown in Fig. 14. The velocity ratio between 
the two parallel streams is 2.0. The velocity of the faster stream 
is 2.236 (u = 2, v = 1). A 38 x 43 uniform square mesh of 
size 0.01 with At = 0.001 is used in the computation. The 
predicted steady-state velocity profiles at a distance s/A = 1 5 
from the inlet section are presented in Fig. 15 for inviscid as 
well as viscous flow. In the viscous case, the resultant Peclet 
number Pe = 20 is based on the velocity of the faster stream. 
The corresponding kinematic viscosity is 1.118 x 10~3. For 
nonzero viscosity, the analytical solution of the velocity dis
tribution (similarity profile) by Schlichting (1968) is used for 
comparison. Similar to the second test case the oscillations or 

Fig. 13 Contour plots of the predictions for the fourth test case by the 
SUD-FCT and SOUD-FCT schemes at different Courant numbers 

open bnundnry 

Fig. 14 Schematic of the fifth test case—interaction of two parallel 
streams moving with different velocities at an angle to the grid lines 

over-shoots produced by unbounded SUD is totally removed 
without introducing any additional numerical diffusion when 
SUD is bounded with either FCT or FRAM technique. Figure 
15 also displays a similar comparison for SOUD. In this case, 
unbounded SOUD produces little over-shoot for inviscid case 
which is eliminated when the scheme is bounded by FCT. For 
viscous flow, SOUD did not produce any over-shoot and 
bounding produced identical profiles to that of unbounded 
scheme. 

5 Conclusion 
Using five test problems, the flux-corrected transport (FCT) 

and the filtering remedy and methodology (FRAM) algorithms 
have been evaluated to compare their effectiveness in elimi
nating the numerical dispersions or oscillations produced by 
the skew upwind differencing (SUD) and the second-order 
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Fig. 15 Predicted steady-state profiles for the fifth test case 

upwind differencing (SOUD) schemes. Based on the presented 
results, it can be concluded that the FCT algorithm effectively 
treats the dispersion problem for the SUD and SOUD schemes. 
The FRAM algorithm eliminates the dispersions when used 
with SUD but fails to eliminate the dispersions or over-shoots 
when used with SOUD. The results also show that neither of 
the bounding techniques add more numerical diffusion to the 
schemes than is already present. 

Typically bounding increases the cpu time by a factor of 
about 2 to 3. Despite this fact, large improvement in accuracy 
makes bounding worthwhile. Furthermore, with today's com
puters, operation count is not as important as the ability of 
the scheme to be vectorized. The SUD or SOUD scheme with 
FCT or FRAM bounding technique is vectorizeable for that 
matter. FCT uses about 1.3 times more cpu time than FRAM. 
This is because FCT applies bounding over the entire flow 
domain whereas FRAM applies it only where oscillations oc
cur. However, failure of FRAM to eliminate oscillations when 
used with SOUD, makes it less attractive. 

On the other hand, the streamwise numerical diffusion of 
unbounded or bounded SUD is appreciable as shown in the 
predictions for one and two dimensional convection of a pulse. 
This indicates that SUD is not suitable for transient predictions. 
However, if only the steady-state solution is desired then the 
SUD-FCT or the SUD-FRAM scheme can be used to obtain 
oscillation free solution. For transient solution SOUD-FCT is 
found to be better. Euler explicit time differencing, which is 
first-order accurate, is used here. When transient solutions are 
of interest, smaller time steps may be used since the first-order 
explicit scheme is very quick or higher-order time differencing 
may be incorporated. However, this study concentrates only 
on the errors associated with the discretization of the convec
tion terms. For this reason, higher-order temporally accurate 
formulations have not been considered. 
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Hydraulic Characteristics of 
Mixed Convection in a Heated 
Vertical Pipe 
By studying the integrated governing equations for mixed convection in a vertical 
pipe heated with constant wall heat flux, several concepts (or misconcepts) regarding 
convection mode and flow regimes are examined. A new alternative definition of 
convection mode reflecting the force balance in mixed convection is given. A new 
parameter, m (M), is introduced to quantatively characterize various regimes for 
mixed convection. Two specific cases for laminar and turbulent air flow with Re 
= 500 and 5000 respectively are studied numerically in detail. Typical behavior of 
m (M) for each case and other associated hydraulic characteristics of mixed con
vection are illustrated and discussed. 

1 Introduction 
Mixed convection in a heated vertical pipe arises in many 

industrial situations, like in nuclear reactor cooling systems 
and boilers. An accurate understanding of mixed convection 
in a vertical tube not only has important industrial design 
implications but also imposes an academic challenge because 
of the complex nature of the problem due to the interplay of 
forced and natural convections. During the past two decades 
great progress has been made in this understanding, especially 
in the area of heat transfer characteristics of mixed convection. 
The review of Jackson et al. (1989) is the most updated and 
comprehensive account on this subject. Yet the paper men
tioned nothing about hydraulic characteristics of mixed con
vection, namely, friction factor behavior of mixed convection. 
This reflected the fact that our understanding of mixed con
vection hydraulics is very much limited and the existing work 
is inconclusive. 

Even some basic concepts about mixed convection are not 
precisely defined and sometimes confusions result. For in
stance, in the literature, no distinction is made between "up-
flow" and "aiding flow" for mixed convection in a heated 
pipe, and these terms are used as synonyms. However, as will 
be shown in this paper, "upflow" is an indication of flow 
direction as a result of interaction of different forces involved 
in mixed convection while "aiding flow" is an indication of 
the relation of external pressure and buoyancy; therefore they 
are really two different concepts and should not be confused 
with each other. Also, in low Reynolds number turbulent mixed 
convection, with respect to Nusselt number behavior, three 
flow regimes marked "forced", "mixed", and "natural" con
vection are introduced to denote the regions where the heat 
transfer is unaffected, impaired and enhanced compared with 
forced convection values. These terms do not precisely reveal 

the nature of the flow conditions as they are intended to since 
forced, mixed and natural convection indicate only the relative 
magnitude of forced and natural components of pressures. 

In this paper, several of these concepts about mixed con
vection in a heated vertical pipe will be examined by considering 
the integrated governing equations. A new parameter, M(m), 
the ratio of external pressure (gradient) and its buoyancy coun
terpart, is introduced to characterize hydraulic behavior of 
mixed convection along the pipe. Classification of flow regimes 
is given in light of the values of the new parameter. Then 
examples of laminar air flow with Re = 500 and turbulent air 
flow with Re = 5000 are studied numerically. For the turbulent 
flow case, a low Reynolds number k-e turbulence model is 
used. Typical behavior of M(m) and the implication of hy
draulic characteristics of mixed convection is discussed. 

2 Analysis 
2.1 Governing Equations. In this work consideration is 

only given to situations where the Boussinesq approximation 
is valid. Also, in all cases, axial diffusion terms in all equations, 
radial pressure variation in momentum equation and viscous 
dissipation term in energy equation are neglected. Consistent 
with the uniform radial pressure assumption, radial momen
tum equation is neglected and radial velocity is solved from 
the continuity requirement. As indicated by Shah and London 
(1978), the effects of axial diffusion and radial pressure var
iation on developing flow are important only when Re < 400 
and their effects are confined within about 1 pipe diameter 
near the inlet. Therefore, the inclusion of axial diffusion and 
radial pressure variation is not expected to cause major mod
ifications to the conclusions of this work. Taking a pipe heated 
with a constant wall heat flux, with the above assumptions, 
the normalized governing equations are: 
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— (ru2)+— (rvu) = 
dx or 

dp i a 
- r — + (-

dx 2drK 

rf) + 
Gr 

4Re2 

a a 2 a 
T (rud)+- (rvd) = — - r (rq) 
dx or RePr or 

r6 (2) 

(3) 

In these equations the lengths are normalized with pipe ra
dius R0, velocities with average velocity [/,„, pressure with pU2„ 
and 6 = (T — T0)k/(q"vR0), / a n d q are normalized shear 
stress and heat flux. A complete list of definitions of symbols 
is given in the Nomenclature. Integrating Eqs. (l)-(3) with 
respect to r from 0 to 1, we have, 

-T- («„,)= 0 
dx 

dPa+ff= _dp_d£b 
dx dx dx 

ddm 4 
dx RePr 

(4) 

(5) 

(6) 

wherepa = 2 j j ru2dr, is acceleration; ,/y = 2rvl/pU1
m, friction 

factor; dpb/dx = - (Gr/4Re2)0„, buoyancy pressure gradient; 
6a = {\lr8dr)/(\l>rdr), average temperature and d,„ = 
{\lruddr)/{\lrudr), is the bulk temperature. 

Equation (4) states the simple fact that u,„ is constant along 
the pipe. Equation (6) indicates that the bulk temperature 
linearly increases with x, a well known fact for constant wall 
heat flux condition. Equation (5) reveals the force balance 
between various components in mixed convection. The left 
hand side of Eq. (5) is the pressure loss due to acceleration 
and friction. The acceleration dpjdx can be either positive or 
negative in the entrance region depending on the inlet condition 
and it approaches zero away from the entrance region, ff is 
always positive. The right-hand side of Eq. (5) is the driving 
force: buoyancy and external pressure. The buoyancy term can 
be written explicitly as a function of x using Eq. (6): 

dpb 

dx~ 
cGr 

Re3Pr 
(7) 

where c = (0a/6m) is the temperature ratio and its value is 
around 1-1.1 depending upon the detailed velocity and tem
perature profiles concerned. Equation (7) indicates that buoy
ancy pressure gradient increases with the axial distance along 
the pipe. Now consider a fully developed flow. The LHS of 
Eq. (5) is a constant equals to ff. Since — dpb/dx linearly 
increases along the pipe, — dp/dx must linearly decreases in 
order to keep the RHS constant as well. At certain point, — dp/ 
dx will become negative if the pipe is long enough. So unlike 
in forced convection situation, in which the external pressure 

gradient is a constant, in mixed convection the external pressure 
not only changes magnitude but also may change direction. 

To make the above analysis quantitative and also to take 
account of the developing effect in general we introduce the 
following two parameters, m and n defined by: 

dp/dx = m (dpb/dx) (8) 

dpa/dx = nff (9) 

With the above definitions, combining Eq. (7), Eq. (5) can 
be written in a rather compact form: 

cGr 
(l + m) 

ReJPr *=(!+«)/ / (10) 

This is one of the two equations we are going to use to 
analyze the hydraulic characteristics of mixed convection in 
the following sections. It reflects the local balance between 
various components of pressure gradient. The other one having 
the similar form reveals the global balance of various com
ponents of pressure drop along the pipe. It is obtained by 
integrating Eq. (5) with respect to x from 0 to x, 

Apa + FF=-Ap-Apb (11) 

where, FF = \lffdx = ffax is the total friction and Apb = 
- (c„Gr)/(2Re Pr)x2; ffa and ca are averages of ff and c up to 

x. Similar to (8) and (9), define M and N such that: 

Ap = MApb (12) 

Apa = NFF (13) 

We finally have an equation describing the global hydraulic 
characteristics: 

(1+M) 
caGr 

2Re3Pr 
x=(l+N)ffa (14) 

2.2 Flow Regimes and Meanings of m and M. In mixed 
convection two driving forces are acting on the fluid simul
taneously: one is the external pressure, —dp/dx, provided by 
mechanical means (pump, valve, etc.); and the other is buoy
ancy, dpb/dx. If one force is absent, it is not a mixed con
vection; it is either a forced convection or a natural convection. 
So mixed convection is the result of the interaction of forced 
convection driven by - dp/dx, and natural convection driven 
by dph/dx. It can also be thought of as a superimposition of 
forced convection and natural convection in a complicated 
nonlinear fashion. Therefore the mode of a mixed convection 
flow should be determined by the relations between the two 
components and their driving forces. 

However, in the literature, convection mode is classified 
according to the relation between the overall flow direction 

c = 
D = 
f = 

ff = 
FF = 
Gr = 

k = 

m = 

M = 
n = 

— L ^ \* 111 t l l V l H l U l %, — 

temperature ratio 
pipe diameter 
normalized shear stress, 
2r/pU2„ 
friction factor, 2rw/pUm 

averaged friction factor 
Grashoff number, 

feqlD'/kv1 

thermal conductivity; 
turbulent kinetic energy 
pressure gradient ratio, 
Eq. (8) 
pressure drop ratio, Eq. 
local acceleration ratio, \ 
(9) 

(12) 
Eq. 

N = 

Nu = 
P = 

Pr = 
q" = 

Q = 
r = 

R = 
Ro = 
Re = 

T = 
T0 = 

u, v = 

global acceleration ratio, 
Eq. (13) 
Nusselt number 
normalized pressure 
Prandtl number 
wall heat flux, k(dT/dR)\w 

normalized heat flux, q"/q„ 
normalized radial coordinate, 
R/R0 

radial coordinate 
pipe radius 
Reynolds number, UmD/v 
temperature 
inlet temperature 
normalized velocities, U/Um, 
V/Um 

U,V = 
x = 

X = 
e = 

e = 

T = 

axial and radial velocities 
normalized axial coordinate, 
X/R0 

axial coordinate 
viscous dissipation rate of 
turbulent kinetic energy 
normalized temperature, k(T 
- T0)/R0q^ 
shear stress, -fi(dU/dR)\w 

Subscripts 
a = 
b = 

m = 
t = 

w = 

average, acceleration 
buoyancy 
bulk 
turbulent 
wall 
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and the natural convection direction. If the two directions are 
the same it is called an "aiding" flow; otherwise it is called 
an "opposing" flow. This definition does not reveal the re
lation between the two components that the flow is made of. 
It does not reflect the force balance relation as indicated by 
Eqs. (10) and (14). For instance, for heated vertical pipe, as 
long as the flow is upward it is considered an "aiding" flow, 
despite the fact that in some situations the external pressure 
and the buoyancy are acting in the opposite direction, therefore 
the forced convection and natural convection are not aiding 
each other. 

To accurately indicate the relation between components of 
mixed convection, thus to better reflect the balance between 
force components, we propose an alternative definition of 
convection mode: In a mixed convection situation, if the ex
ternal pressure and the buoyancy act in the same direction, 
the resulting flow is an aiding flow, otherwise it is an opposing 
flow. Recall the definition of m and M given by (9) and (12). 
It is clear that if m{M) > 0, it is an aiding flow; if m(M) < 
0, an opposing flow results. The magnitude of m(M) repre
sents the relative strength of the external pressure to that of 
the buoyancy. (The number m indicates the local convection 
mode, while the M reflects the global convection mode of a 
pipe of length x.) Depending upon the values of m{M) (both 
sign and magnitude), different flow situations will result. They 
are listed in Table 1. 

In this classification, forced convection and natural con
vection are taken as special cases when one of the two con
vection components is completely dominant. Also notice that 
for mixed convection an upflow is not necessarily an aiding 
flow; and an opposing flow does not have to be a downflow. 
In other words, flow direction and convection mode are sep
arate matters; they should not be confused with each other. 

We now concentrate on upflow cases. From (10), we can 
get some ideas on the qualitative behavior of m along the pipe. 
As x changes from 0 to +oo, to keep RHS of (10) positive 
and finite, m will change from + oo to — 1. m changes sign at 

Table 1 Different flow situations for different m(M) 

xm0 ~ 
Re3Pr \+n 

Gr - / / (15) 

When x < xm0, m > 0, it is an aiding flow; when x > xm0, 
it is an opposing flow. Therefore xm0 is a critical point at which 
local convection mode changes from aiding to opposing flow. 
Similarly, one can easily see from (14) that the critical point 
for M to change sign, therefore change the global convection 
mode from aiding to opposing, is 

_2Re3Pr l+N 
*M0 — — ffa 

Gr c„ 

(16) 

In order to analyze the quantitative behavior of m (M) and 
accurately predict xm0(xMo), we need to know behaviors of c, 
ff, and n. This can only be achieved by solving the governing 
equations numerically. In the next section, two cases repre
senting laminar and turbulent mixed convection will be studied 
in detail numerically. For now, we close this section by pointing 
out that the statement in Table 1 is very general, regardless of 
laminar or turbulent flow, regardless of the type of fluid con
cerned. However, cautions should be exercised for high density 
fluid because in which case the elevation pressure gradient 
(static pressure), which is neglected in Eq. (2), might be im
portant. 

3 Case Study 
3.1 Solution Method. The governing equations to be 

solved are (l)-(3), explicitly with 

m(M) 

= +0O 

< +oo, > 0 

= 0 
<0, > - l 

= - 1 
> - 0 0 , < - l 

— — OO 

flow direction 

upflow 
upflow 

upflow 
upflow 

no flow 
downflow 

downflow 

convection mode 

forced convection 
mixed convection 

aiding flow 
natural convection 
mixed convection 

opposing flow 
— 

mixed convection 
opposing flow 

forced convection 

Q = 1 + 
Pr, v 

30 
dr 

(18) 

(17) 

where v, is the effective turbulent viscosity and Pr, = 1.1 is 
the turbulent Prandtl number. For laminar flow, v, is zero. 
For turbulent flow, v, is calculated via a low-Reynolds number 
k-e model. Details about the model can be found in the Ap
pendix. 

Equations (l)-(3) (plus k-e model equations in case of tur
bulent flow) are solved using a marching procedure similarly 
to that reported by Patankar and Spalding (1972). The solver 
was well tested for laminar natural, mixed and forced con
vection. With this solver, the turbulent model was tested for 
both turbulent forced convection and turbulent mixed con
vection situations. For turbulent forced convection, the mod
el's predictions were generally in agreement with the established 
correlations for friction factor and Nusselt number for various 
Reynolds number within 5 percent. Velocity profile also 
matched with the classic velocity profile. For mixed convection, 
cases drawn from literature were tested. Comparisons of Nus
selt number for developing flow and fully developed flow, and 
velocity profile development along the pipe were made. Agree
ment between the model predictions and experimental results 
in the papers of Polyakov and Shindin (1988) and Steiner (1971) 
was generally good. This model almost exactly reproduced 
some of the results of Cotton and Jackson (1987) and Cotton 
and Nott (1989), which were obtained using a different low-
Reynolds number k-e turbulence model. It is thus concluded 
that the solver is reliable for laminar flow, and as liable as to 
the extent that a k-e turbulence model can be in modelling real 
turbulent mixed convection. All the cases reported here were 
calculated with a mesh of 50 non-uniform grids in the radial 
direction and an axial step of 0.5 percent of pipe radius. Dou
bling grids in both radial and axial directions altered the friction 
factor and centerline velocity for fully developed flow by less 
than 0.13 and 0.12 percent respectively for laminar cases (Re 
= 500, Gr = 105, 106) and 1.2 and 0.97 percent, respectively, 
for turbulent cases (Re = 5000, Gr = 107, 108) tested. The 
code was implemented on a Sun-4 machine. The most de
manding turbulent case took about 30 minutes cpu time. More 
details of the development of the numerical code and its com
plete validation can be found in Han et al. (1989) and Yesilyurt 
(1991). 

3.2 Results and Discussion 
3.2.1 Laminar Flow. Calculations were performed for air 

(Pr = 0.71) flow of Re = 500 and Gr = 104-106. In all cases, 
the fully developed forced convection velocity and uniform 
zero temperature profiles are imposed at the inlet. Pipe length 
is taken as 50D. 

Figure 1 shows the development of friction factor along the 
pipe, ff is normalized with respective fully developed forced 
convection value. It is seen that the effect of buoyancy onff 
becomes appreciable when Gr = 5 x 104, and ff is increased 
compared with forced convection value. For high Gr cases (Gr 
= 106)^/" oscillates near the entrance reflecting the initial over 
acceleration caused by buoyancy and subsequent deceleration. 
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Fig. 1 Friction factor development along the pipe, Re = 500. if = ffl 
(16/Re) 

10 20 30 

X/D 

Fig. 3 c value along the pipe, Re = 500 

"1.0 

1.00 

Fig. 2 Velocity profiles at X = 50D, Re = 500 

In all cases, the flow is fully developed at X = 35D. In Fig. 
2 the velocity profiles at the exit are plotted. It is seen that 
due to the buoyancy, the profiles are steeper near the wall, 
thus resulting in the mentioned increase in ff. Also noticeable 
is the shift of maximum velocity towards the wall and the 
continuous decrease of centerline velocity. (With even higher 
Gr, the centerline velocity may become negative and recircu
lating cells would appear. When this happens the parabolized 
solution method breaks down.) 

Figure 3 illustrates the temperature ratio, c, along the pipe 
for different Gr values. Near the inlet thermal boundary layers 
develops. Since 6,„ is weighted with u, which is small in the 
wall region, where temperature is large, c picks up a big number 
near the entrance. At X = ID, c is about 2.5, and decreases 
monotonically downstream to an asymptotic value ranging 
from 1.004 (Gr = 106) to 1.095 (Gr = 5 x 104). Figure 4 
shows the n and Nvariations along the pipe. Near the entrance 
the deceleration due to the buoyancy is quite significant for 
high Gr cases, amounting to about 60 percent of the friction 
for Gr = 106 (Fig. 4(a)). But it decreases rather rapidly. For 
all cases, at 20D, n is less than about 5 percent and at 30D, 
where the flow is fully developed, n is practically zero. It is 
also seen from the figure that for high Gr case, there is an 
oscillation near the entrance, as also seen in Fig. 1 for ff, 
indicating an over-acceleration and subsequent deceleration. 
Figure 4(b) indicates N behaves more or less similar to n but 
dies out somewhat slower. At X = 50D, Arranges from 1.6 
to 2.9 percent. Also A is never greater than 0, indicating that 
there is no global over acceleration. 

Figure 5 shows the behavior of the important parameters m 
and M. It is obvious that, except for Gr = 106, m and M 

0.15 

-o.oo 

-0.15 -

-0.30 -

-0.45 

-0.60 

0.25 

-0.00 -

-0.25 -

-0.50 

-0.75 

20 

X/D 
Fig. 4(b) 

Fig. 4(a, b) n and N along the pipe, Re = 500 

roughly behave as l/x, as implied by (10) and (14). It is also 
clear that xm0 and xMo (where m and M cross 0) continues to 
decrease as Gr increases as predicted by (15) and (16). Finally 
Fig. 6 shows xm0 and XMO for different Gr. On the figure also 
plotted are Eqs. (15) and (16) with c = ca = \.\, n — 0, and 
ff = ffa = 16/Re. It is seen that for low Gr value, the curves 
agree well with the calculated results since xm0 is large therefore 
n = 0 and ff is not far from forced convection value. For 
large Gr, however, since c, n and ff all have significant de
viations from the fully developed forced convection values, 
Eqs. (15) and (16) are rather poor approximations. 

3.2.2 Turbulent Flow. For turbulent flow cases, air flow 
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Fig. 5(b) 

Fig. 5(3, b) m and M behavior along the pipe, R = 500 

100 

Fig. 7 Friction factor development along the pipe, Re = 5000. ff 
fflO.00942 

1.50 

1.00 

Fig. 8 Velocity profiles at X = 100D, Re = 5000 
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10' 
X/D 

10" 

10'' 

Xm0, calculated 
XM 0 , calculated 
Xm0,eq.(15) 
XMO ,eq.(16) 

104 10° 

Gr 
10" 

Fig. 6 xm0 and xM0 for different Gr, Re = 500 

with Re = 5000 and Gr = 3 x 10-5 x 108 were calculated. 
In these calculations, fully developed forced convection ve
locity and turbulence quantities corresponding to Re = 5000 
were imposed at the inlet. The temperature is still uniform and 
zero. The pipe length is 100D. 

Similar to what Fig. 1 does to laminar flow, Fig. 7 shows 
the development of the normalized ff along the pipe. Unlike 
in the laminar situation, fully developed values o f ^ f o r mixed 
convection are not always increased comparing with the forced 
convection ones. Specifically, for Gr = 5 X 106 and 107, ff 
is 2 percent and 11 percent lower than the forced convection 
value. The reason for this non-monotonic behavior of ff is 
due to the buoyancy force suppression of the turbulence pro-

2.50 

2.00 

1.00 

100 

Fig. 9 c value along the pipe, Re = 5000 

duction, as well explained in Jackson et al. (1989). Figure 8 
shows the velocity profiles at the pipe exit. It can be seen from 

' the figure that the slope of the profile at the wall is well in 
accordance with the observations about ff made from Fig. 7. 
Also, comparing with laminar profiles in Fig. 2, the turbulent 
velocity profiles are seen much flatter in the core region due 
to strong turbulent mixing, represented by a large v, in this 
region. 

Figure 9 illustrates the c behavior along the pipe. Again, c 
starts off a high value of about 3 at X = ID, and decreases 
to somewhere between 1.005 (Gr = 5 X 108) and 1.115 (Gr 
= 107) eventually. Figure 10 shows n and N along the pipe. 
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Fig. 10(s, b) n and N along the pipe, Re = 5000 
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Fig. 11(a, b) m and M behavior along the pipe, R = 5000 

100 

Again, the flow is decelerated near the entrance because the 
strong buoyancy near the wall tends to flatten the velocity 
profile. Similar to the laminar situation, n also oscillates near 
the entrance for high Gr number cases (Gr > 108). In all cases, 
n(N) approaches zero as flow approaches fully developed 
downstream. 

Figure 11 portrays m and M along the pipe for turbulent 
flow. For cases of Gr < 108, the general behaviors of m and 
M are quite similar as in laminating cases, i.e., m(M) ~ 1/x 
and xm0(xM0) ~ 1/Gr. For the case of Gr = 5 X 108, m(M) 
is always negative, indicating an opposing flow right from the 
entrance. This means that high buoyancy resulted from high 
heating rate and the deceleration near the entrance region can 
not be balanced by shear force alone, therefore an adverse 
pressure is needed right from the start. In Fig. 12, xm0 and xM0 

are plotted as functions of Gr together with curves representing 
Eqs. (15) and (16). Again forced convectionXf = 0.00942 and 
c = 1.1, n = 0 were used in (15) and (16) in plotting the 
curves. It can be concluded that the forced convection curves 
are fair approximations to xm0 and xM0 for Gr < 107 and poor 
approximations for Gr > 107. Consistent with behavior of m 
and M in Fig. 11, we see that xm0 and xMo approaches 0 at 
about Gr = 2 x 108, meaning for Gr > 2 x 108 m and M 
are always negative and the convection mode is always an 
opposing one. 

3.2.3 Practical Implications. While m and xm0 indicate 
local convection mode and transition point, Mand xMo indicate 
the global convection mode and their values have implications 
in practical situations. For instance, one wants to conduct a 
mixed convection experiment with a pipe of length L. For 
certain Re and Gr, xMo has certain value. For cases with xM0 
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Fig. 12 xM and xm for different Gr, Re = 5000 

> L, one needs a pump to provide forced convection; for XMO 
< L, one needs a valve to regulate flow. Specifically, take L 
= 30D (not very long if one wants to have a fully developed 
flow at the exit) and Re = 5000. In order to study the unaf
fected, impaired and enhanced heat transfer regimes, one has 
at least to vary Gr from 106 to 5 x 108 (Jackson et al., 1989). 
From Fig. 12, we can see that when Gr is less than about 2.5 
X 107, one will get an aiding flow, therefore a pump is needed; 
when Gr > 2.5 x 107, one will get an opposing flow, therefore 
a flow restrictor has to be implemented. In an experiment where 
only a pump is used, in cases of high Gr, that pump may 
actually unknowingly function as a valve. Also for instance, 
in designing natural convection cooling system for advanced 
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nuclear reactors, risers (through which natural convection carry 
away the heat) can be modelled as vertical heated pipes op
erating under natural convection condition. Equation (16) de
scribes a relation that the system must satisfy under such 
conditions. From Eq. (16) or Fig. 12, we know that corre
sponding to certain Gr (heating rate) and xMo (geometry of the 
system) there is only one Re (flow rate). Once the Re is known, 
one can proceed to predict the thermohydrauhc characteristics 
of the system. 

4 Concluding Remarks 

The essence of mixed convection is the interaction of forced 
and natural convection components; therefore a classification 
of convection mode should be based on the relation between 
these two components. In this work, we suggested a classifi
cation of convection mode that reflects the nature of the force 
balance as indicated by the integrated governing equations and 
reveals the relation between the two components. A new pa
rameter, m (M), was introduced to quantitize the relation be
tween the two components. Flow regimes for mixed convection 
in a vertical heated pipe were given according to the value of 
the new parameter. Distinction between flow direction and 
convection mode was emphasized. 

Laminar and turbulent air flow of Re = 500 and 5000, 
respectively, were studied in detail numerically. Typical be
haviors of m (M) and other characteristics of mixed convection 
along the pipe were portrayed and discussed. It was indicated 
that in many mixed convection situations, the convection mode 
is actually an opposing flow, despite the seemingly upward 
flow direction. The implication of convection mode for prac
tical situations was discussed. 
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A P P E N D I X A 
Turbulence Model 

The effective turbulent viscosity is calculated via: 

v,- -cf
k- (19) 

Where C^ is an empirical constant of 0.09 and/M is a damping 
function to account the turbulence damping effect of the wall; 
k and e are turbulent kinetic energy and viscous dissipation 
rate of kinetic energy, and they are modelled by the following 
transport equations: 

d Id Id 

^ ( ^ ) + - ^ < i m o = - -

c4 (^ )+^ ( im)=l^ 

R[ v + 
dR 

dU 
dR ^ ^ - t (20) 

^ ' ^ B R 

PttdX 

de 

+ Q / , 
(dlf 

V'\d~R-
J>j_dT_ 
Pr, dX 

Clhk (21) 

where C\, C2,fi, and/2 are model constants and wall damping 
function. 

There exist a few low-Reynolds number k-e turbulence model. 
Among them the model of Lam and Bremhorst (1981) is one 
of the best in predicting both forced and natural convection 
boundary layer flow (Patel et al., 1985; Henkes and Hoogen
doorn, 1989). However, our direct application of this model 
failed in some cases in the form of appearance of negative k. 
This negative k problem was remedied by decoupling fi and 
/M and calculating/! through a simpler form: 

fx = \+A,/Key (22) 

Functional form of f2 and /M remained the same, with the 
constant involved being re-optimized as necessary. 

/ 2 = l - . 4 2 e x p ( - R e ? ) (23) 

/ „ = [1 -exp(-^MRe^)]2(l + A,/Re,) (24) 

Values of the constants in the model are as following: 

Q : 1.44; C2: 1.92; C„: 0.09; At: 5.95; A2: 1; 

A^. 0.01; A,: 0; ak: 1; a,: 1.3; Pr,: 1.1. 

More details about the numerical method, turbulence model 
and its validation were reported in Han et al. (1989) and Yes
ilyurt (1991). 
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Paramedical Investigation of the 
Interaction Between Turbulent Wall 
Shear Layers and Normal Shock 
Waves, Including Separation 
The existence of strong shock waves plays a major role in the performance of modern 
aero-mechanical devices, since it is primarily responsible not only for the shock 
induced total pressure drop, but also for the increased shear layer losses due to flow 
separation. In this paper a fast energy-type integral method along with an approx
imate shock-turbulent shear layer interaction procedure are presented. This integral 
method, based on the two-zone model, is able to predict attached and fully detached 
shear flows. An extended turbulence model is also used in order to take the influence 
of the turbulence inside the interaction region better into account. The external flow 
pressure distribution results from an improved and extended form of an approximate 
small disturbance theory. A detailed investigation is carried out to estimate the 
influence of the inlet Mach number, the shear layer characteristics and the con
finement of the geometry upon the static pressure field. The resulting method has 
been successfully applied to several test cases including ones where separation ap
pears. Comparison between results of previous calculations, experimental data and 
results of the proposed method is also presented, along with the convergence history 
of the shear layer—shock wave interaction procedure. Finally, the method has been 
applied to one-stage high pressure supersonic flow compressor with normal shock 
appearance inside the rotor of the machine. The major conclusion drawn from the 
present work is that the shear layer characteristics (e.g., displacement thickness and 
form factor) have a dominant effect upon the flow field near the interaction region. 
Additionally, the proposed method requires no more than five overall iterations to 
reproduce the real flow field for all cases examined. 

1. Introduction 
It is well known today that the existence of strong shock 

waves plays a major role in the performance of modern aero-
mechanical devices, since it is primarily responsible not only 
for the shock induced total pressure drop, but also for the 
increased shear layer losses due to flow separation. There are 
only a few methods able to predict realistically the flow field 
pattern in the region of shock—shear layer interaction. 

Generally speaking, there are two main approaches for the 
investigation of transonic-supersonic flow fields. The first is 
the solution of the compressible three dimensional Navier-
Stocks equations (Dawes, 1988; Hah and Wennerstrom, 1990; 
etc.). The second approach is based on the viscous-inviscid 
interaction theory (Calvert, 1982; Edwards et al., 1986; Kal
dellis et al., 1989; etc.). 

In the recent years it has become possible to calculate fairly 
good the three-dimensional flow field using the first approach. 
However, due to their significant computational requirements, 
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Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING, Manuscript received by the Fluids Engineering Division 
July 11, 1991. Associate Technical Editor: R. K. Agarwal. 

these methods do not provide the necessary physical expla
nation for preliminary design purposes at present. 

On the other hand, in the latest years it has been successfully 
demonstrated that a generalized interacting shear layer theory 
can be used to analyze even fully separated flows. Thus, taking 
into account that such methods are even more efficient for 
high Reynolds numbers, they can provide considerable insight 
into much of the relevant flow physics over a wide range of 
operating conditions. Additionally, the time and cost require
ments are definitely lower than the ones needed to obtain 
similar information from a complete Navier Stokes approach. 

In this paper a fast energy-type integral method along with 
an approximate shock-turbulent shear layer interaction pro
cedure are presented. This integral method, based on the two-
zone model, is able to predict attached and fully detached 
steady two-dimensional shear layers. An extended turbulence 
model takes better into account the influence of the turbulence 
terms inside the interaction region. 

The shock-shear layer interaction procedure is used to real
istically estimate the readjustment of the abrupt pressure rise 
occurring behind the shock wave, especially near the wall. This 
readjustment is directly related to the transfer of information 
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Fig. 1 External flow streamlines' system of coordinates (S8I W„, ne) 

not only downs t ream but also ups t ream th rough the subsonic 
part of the shear layer. For the majori ty of the test cases 
analyzed here , the incoming Mach number is between 1.25 and 
1.40, and the corresponding normal shock waves are of suf
ficient strength to cause shear layer separa t ion . 

2. Governing Equations 

Turbulent Shear Layer. The following equations describe 
the two-dimensional steady flow field of a viscous and com
pressible fluid. In these equations the gravity terms are ne
glected (gas flow) and the flow field is assumed to be adiabatic 
(zero heat exchange). The corresponding system of equations 
constitutes a higher approximation to the Navier-Stokes equa
tions than the classical boundary layer approximation used 
before. This is because not only the dominant turbulent fluc
tuation terms are retained, but also the difference between the 
static pressure of the external and the viscous flow field is 
taken into account. The equations used are: 

(a) The momentum conservation equations written in a 
orthogonal curvilinear coordinate system associated with the 
external flow streamlines (see Fig. 1). These equations are 
integrated along a normal - ne from the solid wall to the end 
of the shear layer. In order to derive their final form (see also 
Katramatos and Kaldellis, 1991), terms containing transverse 
curvatures as well as derivatives of the viscous terms along the 
-Se direction are neglected. 

Integral momentum equation in the marching direction - Se 

d(R-pe-u
2
e-82) 

R-pe-ue-82 
+ h-Hl2 

due Cf t3 

uP 2 -5 2 

dSe + trHf p2' 
d{<4-R2) 

2-ul 

,8-d[KSp-pe-U
2
e-{&l+b2)] 

-d\nh + e J— (1) 

with: 

and 

t3=l/(l+A/52) (2) 

Integral momentum equation in the normal direction - ne 

{pe-p)=p-{v'2)+\ KSe-(pe-u
2
e-p-u2)-dn'e (3) 

(b) The total kinetic energy integral equation drived by 
considering the kinetic energy integral equation of the time— 
averaged flow field and the turbulent kinetic energy equation 
after neglecting the pressure fluctuation terms. The final equa
tion is obtained when the production term in the kinetic energy 
integral equation is substituted by its equivalent expression 
from the turbulent kinetic energy equation. The resulting equa
tion is integrated along a normal ( - ne) from the wall to the 
end of the shear layer. 

Integral total kinetic energy equation 

d(R-pe-u]-^) du d(o>2
0-R

2) 
• + —(8i-&ik)=——2—(5,-5^) 2-R-pe-uett 

with: 

2-ui 

+ 2-f? 
+ Cd-dSe (4) 

/, = l / ( l - B / 5 3 ) (5) 

Parameters tx and t% describe the variation of the turbulent 
fluctuation terms, see also Katramatos and Kaldellis (1991). 
The corresponding terms "A" and "B" are defined as follows: 

, « . , , . . ' 2 , , „ ' 2 V [ 

(6) 

B-

A = 1 J "ne 
J0 Pe'ue 

V W - ( 3 - < W ' 2 > - < l / 2 > + < ) / 2 > ) 

pe-Ue 

dn„ (7) 

The above-ment ioned equat ions are writ ten after neglecting 
the t ime-averaged no rma l velocity componen t (axial config
ura t ion) . Their complete form is given by Kaldellis (1988) and 
Ka t ramatos and Kaldellis (1991). T h e impor tance of the tur
bulent terms for the successful predict ion of the flow field has 
been proved, experimentally and computa t ional ly , especially 
in separated regions, which often appear inside the interaction 
area . In the following the turbulence model used to calculate 
the corresponding terms is briefly presented. 

N o m e n c l a t u r e 

K„ 

(u, v, 

(Se, Ne., 

a 

cd 
C/ 

h, 
H 

H\2 

Hp2 

Kse 

M 
P 
R 

w) 

ne) 

= speed of sound 
= dissipation factor 
= skin friction coeffi

cient 
= total enthalpy 
= passage height 
= form shape factor 

(H12 = 5,/62) 
= density form factor 

(HP2 = 8P/S2) 
= curvature of - Se 

lines, mean value 
= M a c h number 
= static pressure 
= radius 
= components of the 

real velocity 
= coordinates of an or-

( « ' , v', w') 

(3 
7 
8 

<5i> <52, 63 

P 
O)0 

< > 

thogona l curvilinear 
system based on the 
external flow stream
lines 

= componen t s of veloc
ity f luctuations with 
t ime 

= flow angle 
= ra t io of specific heats 
= shear layer thickness 
= displacement , mo

m e n t u m , energy 
thickness of the shear 
layer 

= density 
= angular velocity 
= t ime mean averaged 

quantity 

Subscripts 

w, w 
x,y 

external flow quan
tities 
kinematic shear layer 
quantities 
undisturbed external 
flow quantity in the 
shock-shear layer in
teraction region 
value at the walls 
indicate the start and 
the end of the shock-
shear layer interac
tion region 
theoretical shock po
sition 

Journal of Fluids Engineering MARCH 1993, Vol. 115/49 

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



" 

C a l i b r a t i o n o-f (fi/flk) 
„ Present C a l i b r a t i o n 

<t> Experimen ta 1 Va lues 
C a l i b r a t i o n o f K a l l a s 

^ ^ ^ ~ ^ ^ — ^ L _ _ 
" ^ V 7 1 ^ 

(1987) 

0 

<t>0 

i 

-, 

0.00 0.20 0.40 0.60 0.80 1.00 1.20 1.40 1.50 

Hach (He) 

Fig. 2(a) Compressible correlation for the turbulent fluctuation term A 
Eq. (6) 
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Fig. 2(b) Compressible correlation for the turbulent fluctuation term B 
Eq. (7) 

Turbulence Modeling. For the description of the A and B 
integrals, which contain the turbulent terms (Eqs. (6), (7)), the 
available experimental data are used, see also Kaldellis (1988) 
and Katramatos and Kaldellis (1991). Thus, to realistically 
reconstruct the natural changes expressed by the experimental 
data and keeping in mind the scattering of the experimental 
points in case of a direct calibration of the incompressible form 
of the integrals A and B (Kallas et al., 1987; Kaldellis et al., 
1991), the turbulent components <«'2> and <t>'2> were cali
brated instead. Then, the incompressible (p = pe) values of A 
and B, Ak and Bk, respectively, are predicted by integrating 
numerically the distributions of < u'2 > and < v'2 >, see f or details 
Kaldellis (1988). 

Finally, the compressible form of the terms A and B are 
estimated using the following calibrations (see also Fig. 2(a) 
and 2(b)): 

(8) 

(9) 

with £ i i = - 0 . 0 4 8 , e 1 2 = - 0 . 0 2 2 , e 2 j = - 0 . 0 6 7 and e22 = 
-0.0063. The above given relations are slightly different from 
the linear ones given by Kallas et al. (1987). However, they 
describe more successfully the experimental data in the area 
of interest (i.e., 0.8<Afe< 1.5). 

3. Flow Field Calculation in the Shock-Shear Layer 
Interaction Region 

For the calculation of the flow field inside the shock-shear 
layer interaction region, a modified small disturbances theory, 
similar to that of Inger and Mason (1976), Panaras (1981), 
Kallas et al. (1987), and Kaldellis et al. (1989) is used. Addi
tional details concerning the development of this method may 
be found in the above mentioned references, while some more 
recent information concerning the extension of the method for 
the case of shock-secondary flow interaction is given by Kal
dellis et al. (1991). 

A=(.l+en-Me + el2-M
2)-Ak 

B = (\ + e2l-Me+e22-M
2)-Bk 

According to the small disturbances theory, which is sup
posed valid for Mach number inferior to 1.5, the flow field is 
decomposed into a basic flow field and a disturbance. The 
basic flow field is described by the external pressure field as 
calculated by an inviscid quasi-three dimensional code (e.g., 
Alkalai and Leboeuf, 1985) upstream of the shock wave and 
a fictitious continuation of it in the region downstream of the 
shock. The basic flow field is continuous. The disturbance 
consists of the shock wave induced pressure step, which, if 
added to the basic flow field downstream of the shock, restores 
the real flow field. The theoretical development is based on 
the Euler's equation (Kaldellis, 1988). Denoting the basic ex
ternal flow quantities with the subscript zero and disturbances 
with 5(), we may write: 

ue = u0 + 8(u) 

ve = 8(v) 

pe=Po + 5(p) 

h,=h,+8(ht) 

(10) 

(11) 

(12) 

(13) 

pe = p0 + 8(p) (14) 

In order to compute the flow field inside the interaction 
region, the external flow angle (i.e., the flow angle outside the 
shear layers) is considered unchanged through the shock wave, 
which is assumed normal to the flow direction. Introducing 
the above expressions (10) to (14) into Euler's equations, after 
several manipulations and rearrangements (see Kaldellis, 1988; 
Kaldellis et al., 1991), the following equation is derived: 

d\5p) 

dnl 

1__^2_ dMc 

R M0 dn,, 

dp0 

^ - - K l - M 2 , ) - .irf -cos2ft, 
dn„ dSi 

J_ d(8p) __ 1 3(8p) 

p0 dne p0-a
2 dne 

2 dM0 1 dp0\ (8p) 2-8p 
+ I T T ' - + " _ I " -) + M0 dne ' p0 dnel pa-a

2 p0-a
3 

da da 
r7T'Cos/30 + — 
8S„ on. 

bp 1 d(8p) 
Po-^-R p0-a

2 dSe 
coS|Q0 = 0 (15) 

The equation describes the disturbance of the static pressure 
field and is written in the external streamline coordinates sys
tem relative to the wall. 

For numerical analysis purposes, the above equation can be 
written (Kaldellis et al. (1989)) as: 

d2(bp) 
dn2

e 
+ A-

d(Sp) , „ d2(8p) 

dne 
- + B 

dSi 
+ T = 0 (16) 

A first set of boundary conditions, which is considered valid 
inside the interaction region, is imposed (Inger and Mason 
(1976)) by demanding the equality of the pressure disturbance 
field at the edge of the shear layer. The continuity of the 
streamline slope across the edge of the shear layer is used as 
an additional boundary condition. 

The numerical solution of Eq. (16) is obtained either through 
a Fourier transform or by a pure finite difference scheme. In 
the present work, the pressure disturbance field 5p(Se, ne) is 
calculated at any distance from the wall using the first way. 

It is important to mention, that the real static pressure jump 
across the shock wave is needed as a boundary condition too. 
In order to obtain this value, a modified Rankine-Hugoniot 
condition is applied, taking into account the area variation 
across the shock wave, resulting from the shear layer presence. 
Then, the real static pressure jump 5/?,. can be expressed, in 
relation to the theoretical one 5pin given by the Rankine-Hu
goniot conditions, through the following equation: 
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(17) 

This expression is introduced in the shock-shear layer calcu
lation procedure described below and gives a good approxi
mation of the pressure distribution under which the shear layer 
will develop. However, as the displacement thicknesses are not 
known beforehand with accuracy, an iterative procedure is 
necessary. 

Shock-Shear Layer Interaction Algorithm. The two meth
ods described above, for the calculation of compressible at
tached or detached turbulent shear layers and for the prediction 
of the static pressure field across the shock wave, are combined 
to set up the complete procedure for the calculation of the real 
flow field through the interaction region. 

Before describing the calculation steps, some additional 
comments must be made. For confined configurations an ad
ditional viscous-inviscid interaction procedure based on the 
mass conservation equation must also be used (see for details 
Kaldellis (1988) and Kaldellis et al. (1989)), in order to protect 
the shear layers from excessive positive pressure gradients. 

Therefore the shock-shear layer interaction calculation al
gorithm "INTER" consists of the following steps, see also 
Kaldellis (1988): 

STEP 0: The basic external flow field quantities are sup
posed known, along with the inviscid static pressure jump 
related with the upstream Mach number. 

STEP 1: Assume a distribution of the shear layer param
eters (e.g., 5], Hl2, or 8, uT) for the interaction region. The 
choice of the initial distribution of these parameters may be 
sometimes crucial for the complete interaction procedure, lead
ing to failure if the expected increase of the shear layer in the 
interaction zone is not at all taken into account. In this way 
oversimplifications, like 5i = const, through out the interaction 
region, are not recommended. Additionally, a realistic de
scription for the evolution of the shear layer parameters always 
minimizes the total number of iterations. For this reason var
ious polynomial distributions have been numerically tested 
(among them the linear one used by Kallas et al. (1987)). Based 
on its simplicity and its minimal computational requirements 
a parabolic distribution is adopted here. 

Thus for the displacement thickness is assumed that: 

5 , - 6 ! =b'(Se-Sex)
2+(Se~Sex) (18) 

where the coefficients b and c are computed using the slope 
of 5, at the beginning (x) of the interaction zone and the value 
of the <5i at the end (y) of it. For this purpose an empirical 
formulae may be used: 

5b = u(Me)-8lx (19) 

where co(Me) is a relaxation factor, depending on the Mach 
number, taking values between 1.0 and 3.0. Some interesting 
numerical results concerning the influence of w will be given 
in the next section. 

STEP 2: Calculate the real pressure jump across the shock 
wave, making use of the Eq. (17) and the displacement thick
ness distribution. Then calculate the static pressure field 8p 
throughout the interaction region. Using the previously cal
culated static pressure field, calculate the rest pertinent pa
rameters of the external flow field (e.g., velocity, density, total 
enthalpy, etc.). For more details see Kaldellis (1988) and Kal
dellis et al. (1989). 

STEP 3: Calculate the shear layer evolution using the equa
tions given in Section (2). The computational algorithm by 
Kaldellis and Ktenidis (1990) is used. 

Wall Static Pressure Distribution: Gadd's Experiment 

.__ Ca lc . Resul ts [61/H=0.0J 
Ca lc . Resu l t s (61/H=0.003) 
C a l c . ^ R e s u l t s (61/H=0.011 ' 

Q Exper imen ta l Data 
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Q_ 
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Fig. 3 The influence of the (S,/H) on the wall static pressure 
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Q_ \ 
Q_ 
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Fig. 4 The influence of the H,2' on the wall static pressure 

STEP 4: Compare the new values of the shear layer pa
rameters with those of the previous iteration (step one). If 
convergence is not achieved, repeat steps two to four. Oth
erwise, proceed to the calculation of the shear layer down
stream of the interaction region. 

The above described algorithm is quite stable and presents 
an overlinear convergence rate. As it will be shown later, no 
more than five iterations are needed for complete convergence, 
depending of course on the comments given in step one. For 
a typical test case, each iteration requires approximately 50 
sec CPU time on a 25 Mhz 386 machine. 

4. Parametrical Investigation of the Method-Conver
gence History 

In order to investigate the influence of the shock induced 
shear layer blockage (i.e., ratio of 8t/H) upon the static pres
sure field the experiment of Gadd (1961) is considered. Figure 
3 shows a comparison between the wall pressure predicted by 
the proposed method for various (&\/H) values (e.g., 0., 0.003, 
0.01) and the experimental data given by Gadd for an unse-
parated flow field at Me=l.l2, Cf= 0.0023 and i/12* = 1.9. 
Note that for the unconfined case (with (&\/H) — 0.) the results 
of the proposed method almost coincide with the results given 
by Inger and Mason (1976). The inviscid pressure distribution 
is also presented. The modification of the real pressure jump 
across the shock wave is obvious, and the static pressure rise 
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Table 1. Static pressure jump across the shock 
wave 

Me 

1.10 

1.20 

1.30 

1.40 

6p/Pox 
Inv. 

0.1148 

0.2117 

0.2905 

0.3519 

6p/Pox 
Real 

0.0431 

0.1639 

0.2558 

0.3227 

Wall Static Pressure Distribution 
Calc . R e s u l t s (Me=l.1) 

" - , - - Calc. Results (Me=1.2) 
- __. Calc. Results (Me=1.3) 

Nondimensional Distance (Se-Se*)/ox 

Fig. 5 The influence of the Me on the wall static pressure jump 

Mach Distribution'. Experiment of Copy and Reisz (1980) 

S Calculation Results 

Nondimensionalized Dis t . (Se-5e*)/fix 

Fig. 6 Mach distribution for the experiment of Copy and Reisz 

is reduced with the increase of the {b\/H) ratio. Also note, 
that the results of the present method describe very well the 
experimental data for (<V//) = .003. Thus, while the results 
of Inger calculate 92 percent of the inviscid pressure rise, four 
boundary layer length downstream, the experiment has at
tained 80 percent of the inviscid pressure rise. This value is in 
accordance with the predicted results of the proposed method. 

The influence of the momentum shape factor Hn* upon the 
wall pressure distribution is presented in Fig. 4. A parametrical 
study is carried out for Ackeret's test case, with an incoming 
Mach of Me= 1.32, {bx/H) =0.008 and « = 2.2. In this figure, 
besides the experimental data of Ackeret et al. (1947), the 
results of the present method for various typical values of Hn* 
are given. The experimental data are satisfactorily described 
for Hu* = \.l\. A similar Hxl value (=1.59) has also been 
used by Panaras (1981). Additionally, according to the cal
culation results for lower values of Hn*, the level of the down
stream pressure achieves the asymptotic value almost 
immediately behind the shock position. On the other hand, 
for higher values of Hl2* the length of the interaction zone is 
greater. This behavior is justified since the subsonic part of 

52/Vo l . 115, MARCH 1993 

d i s p l a c e m e n t t h i c k n e s s e v o l u t i o n 
Init. distribution 
In term. Results (1st Iter.) 
Inter-m. Results (2nd Iter.) 
Final Calc. Results 

a Exper. Results Copy S Reisz (1980) 

Fig. 7 Convergence history of the algorithm "INTER". Experiment of 
Copy and Reisz 

momentum shape - fac to r H12 
Calc. Results (Parab.) 
Calc. Results (Linear! 

.__Calc. Results Kallas 11987) 
a Exper. Results Copy <• Reisz (1980) 

Nondimensionalized D is t . (Se-Se*) /6x 

Fig. 8 Momentum shape factor evolution for the experiment of Copy 
and Reisz 

the profile, which causes the diffusion of the shock pressure 
jump, is small. 

Next the effect of incoming Mach number is presented in 
Fig. 5. In order to carry out a parametrical investigation a 
typical test case with CO = OJ(MC), Hl2* = 2.2 and (&i/H) = .005 
is considered. For this case, the real wall pressure jump dis
tributions are given for a wide range of incoming Mach num
bers (1.1 to 1.4), covering the area of interest. As Me increases, 
the strength of the shock induced real pressure jump increases 
(Table 1), while the interaction region's length declines. The 
same trend is experimentally observed and is in agreement with 
Inger's comments. Note that in Fig. 5 the wall static pressure 
jump distributions are nondimensionalized with the corre
sponding asymptotic real pressure jump value for each case, 
given also in Table 1. 

The experimental results of Copy and Reisz (1980) are used 
next to clarify the influence of the initial choice of the param
eters of the shear layer upon the convergence rate and the 
quality of the results. The evolution of the Mach number inside 
the interaction region is presented in Fig. 6. Four iterations 
are only needed to describe accurately the experimental data 
when the parabolic initial distribution is used with OJ=1.8. 
However, six iterations are needed for the linear distribution 
with the same OJ value, while convergence problems are en
countered and more than eight iterations are needed for o> = 1 
(constant 5) distribution), see also Eq. (19). More precisely, in 
Fig. 7 the convergence history of the 5| distribution is shown 
for the test case of Copy and Reisz, using the parabolic dis
tribution with OJ=1.8 as an initial approach concerning the 
shear layer parameters inside the interaction region. The con
vergence rate is typical for all cases examined here. 

Finally, the Hi2 distribution is given in Fig. 8, as it results 
from the proposed method, in comparison with the results 
given by Kallas et al. (1987) and the experimental points. The 
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Fig. 9(c) Experiment of Kooi; displacement thickness distribution 
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Fig. 9(d) Experiment of Kooi; friction coefficient distribution 

choice of a linear or a parabolic type initial distribution, with 
the same co value, does not considerably affect the quality of 
the results. However, the parabolic distribution needs about 
50 percent less computational time than the linear one. 

5. Discussion of the Calculation Results 
Having systematically analyzed the influence of the main 

flow parameters upon the pressure field, using some classical 
test cases, three more test cases which present flow separation 
or have industrial interest are investigated next. 

Kooi Separated Test Case (Me = 1.40). The detailed ex
perimental data of Kooi (1975) are used as the first test case 
(Fig. 9(a)) to by analyzed. For this case, the incoming Mach 
number is equal to 1.40 and the normal shock wave is of 
sufficient strength to separate the shear layer. In Fig. 9(b) the 
Mach number evolution is given in comparison with the ex
perimental data and the results given by Kallas et al. (1987). 
The two theoretical methods predict with acceptable accuracy 
the real wall Mach distribution, which differs by more than 
20 percent from the corresponding inviscid value. Note also 
that the real wall pressure attains only the 78 percent of the 
theoretical inviscid value downstream of the shock wave. This 
is mainly due to the flow acceleration imposed by the blockage 
effects related to the separation of the shear layer. 

Subsequently, the predicted distributions of two main char
acteristics (i.e., 5, and C/) of the shear layer are given in Figs. 
9(c) and 9(d). In Fig. 9(c) not only the experimental data but 
also the results of Kallas et al. (1987) and Edwards et al. (1986) 
are also given for comparison. All three methods predict quite 
satisfactorily the experimental data. However this is not the 
case for the skin friction coefficient, given in Fig. 9(d). The 
results given by Edwards et al. (1986), for variable pressure 
along the shear layer and using a modified Cebeci-Smith tur
bulence model, underestimate the experimental skin friction 
and indicate a larger separated flow region than the experi
mental one. 

East-Wind Tunnel Test Case (Me = 1.40). The test data 
examined here are from investigations of shock wave boundary 
layer interaction carried out in the 3 ft x 3 ft wind tunnel at 
R.A.E. In order to simulate the tests for prediction purposes 
the bottom half of the working section is modelled as a cascade 
of flat plates at 50° stagger angle and with pitch/chord ratio 
of 0.3, see also Fig. 10(a). More details concerning the exper
imental conditions are given by East (1976) and Calvert (1982). 

The value of Mach number upstream of the shock is ap
proximately 1.4 and Re^ at the start of the interaction is 7000. 
In Figs. 10(6), 10(c) and 10(c0 the predicted distributions of 
the wall Mach number, the displacement thickness and the 
boundary layer shape factor Hi2 on the suction surface are 
compared with the measured values along the floor of the 
experimental tunnel. In the same figures the results by Calvert 
(1982) are also given. The overall agreement between the pre
dicted results and experimental data is good. Additionally, the 
values of 5j after the shock do not overestimate the experi
mental data, though the sidewall boundary layers are partially 
included in the present calculation using a simplified wall dis
placement approach. However, the results of the method con
cerning the di distribution almost coincide with the results of 
Calvert (1982) if the sidewall shear layers are not taken into 
account. 

On the other hand, thei/12 distribution is almost independent 
from the presence of the sidewall shear layers. The improve
ment of the results of the present calculation in comparison 
with the results given by Calvert (1982), is mainly related to 
the extended turbulence modeling (i.e., terms A, Eq. (7), and 
B, Eq. (8)) and the inverse way of solving the nonlinear system 
of equations (Kaldellis and Ktenidis, 1990). 

Journal of Fluids Engineering MARCH 1993, Vol. 115/53 

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Shock 
Wave 

Fig. 10(a) Experiment of East; experimental configuration 

Mach Distribution'. East's Experiment 

Calc. Results 
_(- Exper. Wall Mach East 

Calc. Results Calvert 
Inuiscid Wall Mach 

(1976) 
(1982) 

-^t ++ + 
+ + + 

-6.00 0.00 6.00 12.00 16.00 2U.00 30.00 

Nondimensionalized D i s t . (Se-Se*0 / 5 x 

Fig. 10(b) Mach distribution for the experiment of East. Comparison 
between theory and experiment. 

ECL3 Supersonic Compressor-Rotating Blades (Me= 1.31). 
In order to underline the applicability of the proposed pressure 
calculation method, the overall method has been used to ana
lyze the flow field through the rotor of a supersonic axial 
compressor, Fig. 11(a), with a stage pressure ratio of IIC= 1.84, 
specific mass flow rate ms= 180 Kg/sec/m2 and rotation speed 
n = 15965 rpm. The integral equations used to analyze the flow 
field in the main flow direction are similar with those given in 
the present work (see also Kaldellis et al. (1989)). The secondary 
vorticity field, necessary to build the three dimensional flow 
field, is calculated using the secondary flow method developed 
by the authors (see Kaldellis, 1988; and Kaldellis and Ktenidis, 
1990). 

In the present analysis, the static pressure evolution along 
with the boundary layer thickness 5 and the wall friction ve- • 
locity uT are given for the tip of the rotor. The calculation 
results of the proposed method (Fig. 11 (b, c, d)) are compared 
quite satisfactorily with the available experimental data at the 
inlet and the outlet of the rotor (see Goutines and Naviere, 
1987). It is interesting to mention that for this test case the 
static pressure increases continuously, also far downstream of 
the interaction region, Fig. 11(b). Note, that the inviscid so
lution overpredicts by more than 15 percent the static pressure 
measured at the exit of the rotor. 

Displacement Thickness Evolution 
Calculation Results 

A Exper. Results East (1976) 
— . Calc. Results Calyert (1982) 

T 
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Fig. 10(c) Displacement thickness evolution. Experiment of East. 

Momentum Shape Factor H12 

„ Calculation Results 
..... Calc. Results Calvert (1982) 
A Exper. Results East (1976) 

T 1 
-6.00 0.00 6.00 12.00 18.00 214.00 30.00 

Nondimensionalized D i s t . (Se-Se*) /&x 

Fig. 10(d) Momentum shape factor evolution. Experiment of East. 

Additionally, the tip shear layer increases very rapidly (Fig. 
11(c)) after the shock wave. However, inside the rotor the 
shock-induced strong deceleration is balanced by the energy 
transfer from the rotating blades to the fluid. This fact explains 
why the friction velocity values (Fig. 11(d)) do not indicate 
flow separation, despite their strong decrease. 

6. Conclusions 
An extended shock-shear layer interaction method is devel

oped in order to improve the understanding of the flow pattern 
inside the interaction region. For this purpose, the influence 
of the incoming Mach number and the shear layer character
istics on the complete flow field is examined in details. 

Additionally, favorable comparisons are obtained between 
the calculation results and the corresponding experimental data 
for several test cases (including separation), proving the sta
bility and the accuracy of the proposed method. 

The method will be used in the near future as the main body 
for the investigation of the loss generation mechanisms in 
transonic-supersonic flow fields. It is important to mention 
that the losses of transonic and supersonic compressor bladings 
for example are mainly due to viscous effects and due to en
tropy rise in shock waves. Depending on the inlet Mach num
ber, the inlet flow angle and the back pressure, the shock loss 
level reaches sometimes up to the 70 percent of the overall 
losses. Having the present work as a basis, a shock-shear layer 
loss model is under development. When completed, it should 
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SUPERSONIC COMPRESSOR 

Fig. 11(a) Schematic representation of the ECL3 supersonic compres
sor; meridional view 

Static Pressure Distribution (ECL3 Rotor) 

Calculation Results 

. Inviscid Solution 

<*, Experimental Res 

1 1 1 1 1 1 
"-1.50 -3.00 -1.50 0.00 1.5.0 3.00 1.50 

Nondimensiona 1 ized Dist. (Se-Se*) /&x 

Fig. 11(b) Tip static pressure distribution tor the rotor of the ECL3 
supersonic compressor 

lead to better blade design procedures and thus higher engine 
efficiencies. 
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Prediction of Turbulent Boundary 
Layers With a Second-Moment 
Closure: Part I—Effects of 
Periodic Pressure Gradient, Wall 
Transpiration, and Free-Stream 
Turbulence 
The purpose of this two-part paper is to assess the performance of a second-moment 
closure applicable up to a wall. In the present part, the turbulence model is applied 
to the boundary layers with periodic pressure gradient, with wall transpiration and 
with free-stream turbulence. The predictions are shown to be in good agreement 
with experiments and a direct simulation. In particular, a tendency towards relam-
inarization and a subsequent retransition in the oscillating boundary layer are faith
fully reproduced, and the effect of the length scale of free-stream turbulence is 
correctly captured. 

1 Introduction 
Second-moment closures for turbulence generally seek a 

broad width of applicability. A model at this level should be 
tested with success in a wide range of turbulent flows before 
it claims to be definitely useful. The present paper reports the 
performance of such a turbulence model in a variety of tur
bulent boundary layers. 

Although second-moment closures are very powerful in pre
diction of turbulent flows, their validity is usually limited to 
high-Reynolds-number regions. A representative closure of this 
type is the widely used model of Launder et al. (1975). Such 
closures, in computation of wall-bounded flows, rely on the 
' 'universal'' law to specify the boundary conditions at the wall-
adjacent nodes. Since, as is well-known, there are many flow 
situations where the "universal" law is not valid, several work
ers made attempts to extend the applicability right up to the 
wall. The turbulence model tested in the present study is such 
an extended closure of Launder and Shima (1989) (with some 
model functions recasted). Attempts at devising closures of 
this kind have also been made by Hanjalic and Launder (1976), 
by Vandromme et al. (1983), by Prud'homme and Elghobashi 
(1983), by Kebede et al. (1985), by So and Yoo (1986), by 
Shima (1988), by Launder and Tselepidakis (1988), by Shih , 
and Mansour (1990), and by Lai and So (1990), among others. 

When Launder and Shima (1989) proposed the model, they 
applied it to the boundary layers in zero, favorable, and adverse 
pressure gradients. The numerical solutions were generally in 
close agreement with experiments. In particular, the model 

calculation reproduced a clear distinction between laminares-
cent flow and laminarizing flow for the sink flow boundary 
layer. Moreover, the model gave a reasonable level of shear 
stress for a strongly adverse pressure gradient case. These re
sults clearly justify further testing of the turbulence model. In 
the present study, test flows are also limited to two-dimensional 
boundary layers. Even in this class of flows, however, there 
are a rich variety of effects to be considered. 

The test flows in Part I of this two-part paper are as follows: 
1. Oscillating boundary layer: the direct numerical simu

lation by Spalart and Baldwin (1989). 
2. Boundary layer with wall transpiration: the experiments 

by Andersen et al. (1972) and Loyd et al. (1970). 
3. Boundary layer with free-stream turbulence: the empir

ical skin-friction correlation of Hancock and Bradshaw (1983). 
These flows introduce no additional terms into the governing 

equations for the reference case of flat-plate boundary layer 
(except the pressure-gradient term in the mean momentum 
equation). Flow cases with such additional terms are dealt with 
in Part II, where the effects of streamline curvature and span-
wise rotation are considered. 

2 Turbulence Model 
The turbulence model employed in the present study is for 

incompressible flows. The stress transport model can be written 
as 
D 2 
— UjUj = P i i - - &iji + ^{\)ij+<l>(2)ij+<t>{wl)ij+4>(Y,2)ij 
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where RT = k2/ve (17) 

_dU, dU, 

<l>mw -Ci-[UjUF •\w 

4>{2)ij= -C2[Pij--8iiP 

(2) 

(3) 

(4) 

„ e I , 3 3 \ kilL 

0(wi)(/=Cwi -\ukumnknm6ij-^ ukUjnknj-- ukUjnknA ^ - ^ 

(5) 

<t>(wT)ij=C„2\ 4>Q.)km
n

k
nnfiij-Z 4>{2)iknknj — 4>(2)jknknj 1 

•A/* — — Cs M*M/ 
dUjtij 

dXi 

P=-ukut 
dXi 

(6) 

(7) 

(8) 

with Cs = 0.22 and C, = 2.5. 
The terms on the right-hand side of Eq. (1) are identified 

as production, dissipation, four redistributions, and diffusion. 
The model is an extension of the widely used high-Reynolds-
number closure of Gibson and Launder (1978). While, in the 
parent model, the coefficients of the redistribution terms are 
taken to be constants, the present model makes them to depend 
on the two invariants of the stress anisotropy tensor A, A2 

and on the turbulence Reynolds number RT as 

C, = 1 + 2.58AAl
2
M[l-exp{ -(0.0067RT)2)] (9) 

(10) 

(11) 
(12) 

where 

C2 = 0J5AW2 

Cwl=-2Ci/3 + 1.67 

C„,2 = max[2(C 2- l ) /3 + 0.5, 0]/C2 

A = l-9A2/8 + 9Ai/8 

A2 = ayaji 

Ai = auajkaki 

djj = UjUj /k - 2 5 y / 3 

(13) 

(14) 

(15) 

(16) 

Lumley (1978) has shown that the invariant A vanishes in the 
limit of two-dimensional turbulence. He has also argued that, 
in the limit, the coefficient of the Rotta term Cy should reduce 
to unity to satisfy the readability condition if the high-Reyn
olds-number dissipation model, - 25ue/3, is retained. This con
straint also emerges when one examines the behavior of the 
exact pressure-strain correlation and dissipation at a wall where 
turbulence becomes two-dimensional (Shima, 1988). The func
tion C\ satisfies this requirement at the wall by employing the 
invariant A. The coefficient of the mean-strain part of redis
tribution C2 has been made to approach zero as the wall is 
approached so as to reduce the ' 'isotropization-of-production'' 
agency. The stress transport model thus incorporates the effect 
of high anisotropy of turbulent stresses as well as the effect 
of low Reynolds number in the immediate vicinity of the wall. 
The particular choices for the four model functions have been 
made principally by reference to relative levels of the Reynolds 
stresses in the flat-plate boundary layer. 

The dissipation-rate transport model is given by 

g=(C«I + *1 + W^- c 2 + ^ -
k oxk 

„ k de de 
Ce-ukUi~+u — 

e dx/ dxk 

with Cel = 1.45, Ca = 1.9, and C£ = 0.18, where 
, , l/2\ 2 

e = e — 2v\ 
dkh 

dx/ 

fa = 1.5A(P/e-l) 

fa = 0.35(1 - 0.3y42)exp[ - (0.002RT)1/2] 

(18) 

(19) 

(20) 

(21) 

If the two functions fa and fa appearing in the coefficient of 
the generation term are removed (and e is replaced by e), this 
model again reduces to the parent model of Gibson and Laun
der (1978). These two functions have been introduced to pro
duce proper length scales in the boundary layers in pressure 
gradients. The function fa augments the wake component of 
boundary layers especially in adverse pressure gradients by 
reducing the turbulence length scale in the outer layer. The 
function fa in contrast prevents too early laminarization in 
accelerated boundary layers. 

The stress and e transport models given above are essentially 
those of Launder and Shima (1989); the difference lies just in 
values of the constants in the functions fa and fa. In the course 
of the present study, it has been found that the Launder and 

N o m e n c l a t u r e 
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= velocity fluctuation vec
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dissipation rate of tur
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Fig. 1 Wall shear stress (oscillating boundary layer) 

Shima's choice yields too low skin friction for fully developed 
channel flow. This is why the functions are recasted; the present 
choice gives good predictions for the fully-developed flow (as 
will be shown in Part II) and also for the boundary layer cases 
dealt with by Launder and Shima (1989). 

The numerical solutions have been obtained with a solver 
developed by Launder and Shima (1989). It is based on the 
solver PASSABLE (Leschziner, 1982), a finite-volume para
bolic code for computing two-dimensional boundary layers 
with turbulence models of high-Reynolds-number type. The 
wall function approach of the original version is discarded 
since the present model is applied right up to the wall itself. 
There the relation e = 2v(dkl/2/dy)2, which holds exactly, is 
applied as the boundary condition for the dissipation rate. 
Other variables (except the normal mean velocity in the case 
of wall transpiration) are, of course, set to zero at the wall. 
In the present code, the computational node for the shear stress 
is staggered to ensure the stability in computation. Except 
where otherwise indicated, the computations have been made 
with 71 nodes across the boundary layer, concentrated towards 
the wall. Launder and Shima (1989) made computations of 
four boundary layers with 71 and 121 nodes using the solver 
and found that the differences between the two sets of solutions 
were imperceptible. This indicates that computations with 71 
nodes give grid-independent solutions if a substantial propor
tion of the nodes are located in the near-wall sublayer. In the 
present computations, it has been ensured that the number of 
the nodes located in the sublayer (y+ < 50) is, at least, com
parable to that in the Launder and Shima's computations with 
71 nodes. 

3 Oscillating Boundary Layer 
The boundary layer under a free-stream whose velocity varies 

in time as 

Ue=U0cos(ft) (22) 
is considered. Spalart and Baldwin (1989) have provided de
tailed data of direct simulations of the flow, which are em
ployed to assess the performance of the present model. The 
flow is attractive because it has a rich variety of behaviors 
associated with the varying pressure gradient. Moreover, its 
configuration is very simple; the Reynolds-averaged quantities 
depend only on the phase angle and the distance from the wall. 
Due to these aspects, the flow may be considered as an ad
vanced standard test case for turbulence models. In the flow, 
the law of the wall does not hold during at least part of the 
cycle. Therefore, a model applicable up to the wall itself, such 
as the present one, is needed to predict this flow. Our aim in 
this case is to see whether the present model, which was pre
viously validated for the positive and negative pressure gradient 
cases separately, can faithfully reproduce the flow in which 
both gradients appear successively with time. 

A care is needed in setting the phase angle step in the nu
merical computation because, as shown later, the flow shows 
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Fig. 2 Mean velocity profiles (oscillating boundary layer) 

a sharp "retransition" that follows a tendency towards relam-
inarization during the acceleration phase. The computation 
was first carried out using the step 1 deg, but it did not re
produce the sharp retransition. In contrast, computations with 
1/20 and 1/40 deg captured the behavior, and the difference 
between the two solutions was sufficiently small. The results 
shown below are those with the step 1/40 deg. Kebede et al. 
(1985) have reported a similar sensitivity to the step size in 
computation of a periodic pipe flow. 

The nondimensional parameter governing the flow is the 
Reynolds number Re = U05i/v, where the characteristic thick
ness 5/ = (2v/f)1/2. The value has been set to 1000, for which 
Spalart and Baldwin (1989) have provided the most detailed 
data. 

The variation of the wall shear stress with the phase angle 
is shown in Fig. 1, where the present prediction is compared 
•with the direct simulation data. Also included are a one-equa
tion model prediction by Spalart and Baldwin (1989) and a 
prediction with a (compressible) second-moment closure (Van-
dromme et al., 1983) by Ha Minh et al. (1989). The direct 
simulation shows a diminished gradient in the wall shear stress 
variation beginning at a phase angle of about 120 deg. Ac
cording to Spalart and Baldwin, the behavior is attributed to 
a tendency towards relaminarization caused by the strong fa
vorable pressure gradient. The tendency persists to a phase 
angle of about 150 deg, at which a sharp rising in the wall 
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Fig. 3 Mean velocity profiles in wall coordinates (oscillating boundary 
layer) 

shear stress occurs associated with a "retransition" due to the 
declining acceleration. It is seen that these complex behaviors 
are faithfully reproduced by the present model. Overall agree
ment is also good, though discrepancies exist in the peak value 
and its location. The two other predictions give peak values 
better than the present one. The model of Spalart and Baldwin 
also produces the process of relaminarization and retransition, 
but the latter occurs too early. The process is less evident in 
the result of Ha Minh et al. 

Figure 2 shows the mean velocity profiles. The agreement 
between the direct simulation and the prediction is almost 
perfect in this linear plot. Figure 3 shows the velocity profiles 
in wall coordinates. It is seen that the present model reproduces 
various features shown by the direct simulation, including the 
existence of the log-law region at </> = 30 deg, the large wake 
component at 0 = 60 deg just before the separation, and the 
profile without the log-law region at <j> = 150 deg that is 
characteristic of laminarizing boundary layers. 

Figures 4 and 5 show the profiles of the Reynolds and total 
shear stresses and of the turbulence intensities, respectively. 

Journal of Fluids Engineering 
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-uv/U0
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Fig. 4 Shear stress profiles (oscillating boundary layer) 

The deceleration causes the decrease in the shear stress. Hence 
the production of u2 diminishes, and the Reynolds stresses 
become highly isotropic. The converse behavior appears during 
the acceleration phase; the stress redistribution process is not 
so rapid as to prevent the high anisotropy at 0 = 150 deg. 
The present model faithfully reproduces these features. Quan
titatively, the shear stresses near the wall at <£ = 150 and 180 
deg are somewhat too low. 

As a whole the performance of the present model is excellent 
in this case. The present results further validate the model 
functions (9)-(12), (20), and (21). In particular, the function 
fa, which was previously introduced to control a relaminari
zation process, works well in the situation where the laminar-
ization is followed by a retransition. 
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Fig. 5 Turbulence intensity profiles (oscillating boundary layer) 

4 Boundary Layer With Transpiration 
The boundary layers with blowing or suction at the wall are 

of practical importance because they appear in the transpir
ation cooling and the boundary layer control. In the present 
study, the case of normal and continuous transpiration through 
a porous wall is considered. Since the present model is appli
cable right up to the wall, no special treatments are needed to 
deal with the transpiration except for the wall boundary con
dition for the normal mean velocity. Low-Reynolds-number 
k - e models neither need special treatments, but the prediction 
with such a model gives too large friction coefficients (Kline 
etal., 1981). 

a Data Andersen 
-Kays-Moffat 

Fig. 6 Skin friction coefficient (transpiration, Case 1) 

• Data Andersen 
-Kays-Moftot 

Fig. 7 Mean velocity profiles (transpiration, Case 1) 

The test cases are as follows. 
Case 1: Ue constant (zero pressure gradient), Vw/Ue = 

0.00375 (blowing): experiment by Andersen et al. (1972) 
Case 2: Ue <x x~015 (adverse pressure gradient), Vw/Ue = 

0.004 (blowing): experiment by Andersen et al. (1972) 
Case 3: K = vUe2dUe/dx = 2.6 X 10 "6 (favorable pressure 

gradient), Vw/Ue = 0.004 (blowing): experiment by Loyd et 
al. (1970) 

Case 4: Ue <x x"0AS (adverse pressure gradient), Vw/Ue = 
-0.004 (suction): experiment by Andersen et al. (1972) 
Of these cases, Cases 1 and 4 have been selected as test cases 
(Cases 0241 and 0242) at the 1980-81 Stanford Conference 
(Kline et al., 1981). 

Figures 6 and 7 show the results of Case 1. In blown bound
ary layers, the total shear stress increases with the distance 
from the wall in the vicinity of the wall. In this respect, the 
effect of blowing is similar to the effect of adverse pressure 
gradient. In fact, in blown boundary layers, the friction coef
ficient becomes smaller and the velocity profile becomes less 
full than those in the flat-plate boundary layer. Such a de
velopment is seen to be closely predicted in Figs. 6 and 7. 

Figures 8 and 9 show the friction coefficient and the mean 
velocity profiles of Case 2. In this case, the shear stress rising 
with the distance from the wall is enhanced by two agencies, 
i.e., the blowing and the adverse pressure gradient. Hence, the 
experiment shows a situation on the verge of separation. The 
agreement between the experiment and the prediction is less 
close than in Case 1; the calculated result in downstream region 
is even nearer to the separation than the experimental data. 
The prediction is thus not entirely satisfactory, but it should 
be noted that this is a difficult case both for prediction and 
for accurate measurement. Figure 10 shows the normal stress 
profiles at a location (x = 1.778 m) in Case 2. The data show 
large maxima midway in the boundary layer corresponding to 
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Fig. 10 Normal stress profiles (transpiration, Case 2) 

the rising shear stress, and this feature is reproduced welljby 
the calculation. In the vicinity of the wall, the calculated u1 is 
too high, giving another distinct maximum, while the exper
imental data just bear_a slight mark of the maximum. In the 
region the calculated v2, the most important normal stress for 
prediction of mean flow fields, is somewhat too low. These 
results suggest a weakness of the redistribution model. 

In Case 3, the favorable pressure gradient acts to make the 
gradient of total shear stress negative at the wall, while the 
blowing acts to make it positive. In Case 4, the roles of the 
pressure gradient and the transpiration are interchanged. The 
results of these two cases are shown in Figs. 11-14. The mean 
velocity profiles of these cases are reproduced well by the 
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Fig. 11 Mean velocity profiles (transpiration, Case 3) 
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Fig. 12 Streamwise turbulence intensity profile (transpiration, Case 3) 
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predictions, though in Case 4 the velocity defect in the outer 
layer is somewhat too large. In Case 3, the predicted peak 
value in the streamwise turbulence intensity is too high. Al
though the figure is not shown for brevity, the agreement at 
an upstream station (x = 0.757 m) is better than in Fig. 12. 
In the experiment the intensity (normalized with Ue) in the 
buffer region decreases in the downstream direction, while in 
the prediction it does not vary significantly. 

5 Boundary Layer With Free-Stream Turbulence 
It is well known that free-stream turbulence causes an in

crease in skin friction. The effect is of practical importance 
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Our aim in this section is to see whether the present model 
does or does not reproduce the empirical correlation. The 
calculation has been made with a minor change of a model 
constant: the value 0.0067 in Eq. (9) has been replaced by 
0.0063, which gives slightly better values for the friction coef
ficient in the reference case of negligible free-stream turbu
lence. This minor change, however, will hardly affect the results 
presented below. (This is the only change in model constants 
throughout Parts I and II of the paper.) 

Figure 15(a) compares the correlation of Hancock and Brad
shaw with the results of 11 runs of the present calculation. 
Also included are the results of 4 runs of the second-moment 
closure prediction by Rodi and Scheuerer (1985) mentioned 
above. Here, Cj and C/0 (Cj for negligible free-stream tur
bulence) are determined at the same momentum-thickness 
Reynolds number, and the length scale of free-stream turbu
lence L" is defined by 

Predictions by 
Rodi-Scheuerer 

0 4-o-? 

u„ 
due 

dx L" 
(23) 

Empirical Correlation of 

Hancock-Bradshaw 

Predictions 

100 (u'e/Ue) / (Lu
e/s+S.O) 

Fig. 15(a) Fractional change in skin friction coefficient as a function 
of free-stream turbulence intensity and length scale 

u'e/Ue 

Fig. 15(b) Free-stream turbulence intensity and length scale in predic
tions (the numbers corresponding to those in Fig. 15(a)) 

because such a flow appears in various engineering applica
tions; an example is the boundary layer on the blades of the 
later rows in a multistage axial turbomachine. Hancock and 
Bradshaw (1983) proposed an empirical correlation between 
the fractional increase in skin friction and a single parameter 
involving the intensity and length scale of free-stream turbu
lence. The correlation (with a slight modification) was selected 
as a test case (Case 0211) at the 1980-81 Stanford Conference 
(Kline et al., 1981), where k - e models were found to give 
considerably low increase in skin friction as compared to the 
empirical correlation. Rodi and Scheuerer (1985) obtained sim
ilar results from calculations using a k - e model and the 
second-moment closure of Gibson and Launder (1978). They 
pointed out that the models did not capture the effect of the 
length scale of free-stream turbulence. 

Figure 15(6) shows the variations of the intensity and length 
scale of free-stream turbulence in the present predictions. The 
plot like Fig. \5(b) is not available in the Rodi and Scheuerer's 
paper. Their calculations started with u'e/Ue = 0.1 or 0.15 and 
L"/b = 1 or 5, the four combinations corresponding to the 
four runs in Fig. 15(«). They obtained the solution independent 
of the starting conditions after approximately 206 and plotted 
the subsequent region. 

Some aspects of the present calculation should be noted. 
The fluctuating velocity component normal to the wall is at
tenuated by the presence of the wall. The turbulence model 
incorporates this real effect through the wall-reflection redis
tribution terms, Eqs. (5) and (6). Therefore, the calculation 
should employ a relatively large width normal to the wall to 
specify the free-stream turbulence sufficiently far away from 
the wall. When such calculations were made with a large num
ber of nodes (141 points), it was found that the influence of 
initial distributions persisted for along distance. Consequently, 
the solutions obtained, which are independent of initial dis
tributions, cover a relatively narrow range of the intensity and 
length scale of free-stream turbulence, Fig. 15(b). Even with 
the wide computational width normal to the wall, the turbu
lence at the edge inevitably becomes anisotropic; the turbulence 
intensity normal to the wall is 9-15 percent smaller than the 
stream wise intensity. (The distance between the wall and the 
edge ranges from 1.0 to 4.2 times L".) However, the empirical 
correlation is also based on experiments with anisotropy; the 
intensities of the lateral components are smaller by 5-10 percent 
than the longitudinal component intensity (Hancock and Brad
shaw, 1983; Kline et al., 1981). Therefore, it appears safe to 
make a comparison between the correlation and the prediction. 

It is seen from Fig. 15(a) that, over an intermediate range 
of the free-stream parameter of Hancock and Bradshaw, the 
present predictions agree well with the correlation. For higher 
values of the parameter, however, a discrepancy is evident; 
the effect of free-stream turbulence tends to saturate in the 
empirical correlation, while the prediction still shows a steep 
increase in skin friction. For small values of the parameter, 
the prediction by Rodi and Scheuerer is better than the present 
prediction. As a whole, the present results are better than those 
in previous studies mentioned earlier including the Rodi and 
Scheuerer's prediction. In particular, the present model has 
captured the decrease of the free-stream turbulence effect with 
increasing length scale. It should be noted that values of the 
length scale parameter in the predictions [Fig. 15(b)] are smaller 
than those in experiments from which the correlation was de
duced (Hancock and Bradshaw, 1983) (L"/b ranges from 0.7 
to 5 in the experiment by Hancock and Bradshaw and from 
0.2 to 1.8 in the experimental data used by them.) However, 
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it is unlikely that the model will produce much different be
haviors at higher length scales. 

The reason why the present model produces the results dis
tinct from previous studies is traced to the model function \py 
in the dissipation-rate transport model. As described earlier, 
the function was previously introduced to reduce the length 
scale in the outer layer of boundary layers in adverse pressure 
gradients. In the present flow, in contrast to that case, the 
function perhaps acts to increase the length scale in the outer 
layer by reducing the generation of e. Consequently, the wake 
component decreases and the skin friction increases as com
pared to the case without the function. Once the model is fixed 
(and a proper level of e generation is ensured), the effect of 
free-stream turbulence decreases with increasing length scale, 
as already shown. This behavior is attributable to the atten
uation of the fluctuation normal to the wall through the wall-
reflection redistribution, as suggested by Hancock and Brad-
shaw (1983). 

6 Concluding Remarks 
Predictions have been made of the boundary layers with 

periodic pressure gradient, with wall transpiration and with 
free-stream turbulence. In general, the agreement with exper
iments and a direct simulation is quite good. 

The present second-moment closure is applicable right up 
to a wall, and therefore can be used to predict the oscillating 
boundary layer. The model has successfully captured the tend
ency towards relaminarization in the boundary layer. The good 
predictions of the case of transpiration have been obtained by 
simply imposing the boundary condition for the normal mean 
velocity at the wall itself. Although the present model was 
devised as an extension of a widely used high-Reynolds-number 
closure, the extension is not restricted to the low-Reynolds-
number effect. In the case of free-stream turbulence (which 
mainly affect the outer layer), a model function in the dissi
pation-rate transport model has led to predictions distinct from 
those of the parent model. 
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Prediction of Turbulent Boundary 
Layers With a Second-Moment 
Closure: Part II—Effects of 
Streamline Curvature and 
Spanwise Rotation 
Further testing of the second-moment closure employed in Part I is made. The 
present part considers the effects of streamline curvature and spanwise system ro
tation. As expected, the exact stress production terms broadly account for these 
effects. In addition, the present model, which is applied right up to a wall, successfully 
captures the laminarization in the rotating boundary layer. Attention is also given 
to the capability to reproduce the recovery process from curvature. 

1 Introduction1 

The purpose of this two-part paper is to assess the perform
ance of a second-moment closure of Launder and Shima (1989) 
(with some model functions recasted as described in Part I) in 
a variety of turbulent boundary layers. It has been shown in 
Part I that the turbulence model gives quite good predictions 
for the boundary layers with periodic pressure gradient, with 
wall transpiration and with free-stream turbulence. In Part II, 
further testing is made on the effects of streamline curvature 
and spanwise system rotation. Section 2 considers a boundary 
layer on a convex wall and a recovery flat wall, while Section 
3 deals with a fully developed flow in a channel rotating about 
a spanwise axis (though the title of the paper indicates bound
ary layers only) and also with a boundary layer developing on 
the stable side of the channel. 

In the present flows, in contrast to the flows considered in 
Part I, the additional agencies (curvature and rotation) directly 
influence the transport of turbulence quantities. Second-mo
ment closures are expected to account for these effects through 
the exact stress generation terms, as emphasized by Launder 
(1989). The present predictions confirm this general benefit of 
second-moment closure. Attention is also given to some im
portant aspects that remain unresolved, namely, the very slow 
recovery on a flat wall that follows a curved wall and the 
relaminarization at high rotation-rates. 

2 Boundary Layer on a Convex Wall and a Recovery 
Flat Wall 

The structure of turbulent boundary layers on a wall with 
streamwise curvature is very sensitive to the curvature (Brad-

Nomenclature is listed in Part I of this two-part paper. 
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shaw, 1973). When the wall is convex, the secondary mean-
strain stabilizes the flow; the effect is by no means secondary 
but the shear stress and the wall friction are markedly reduced. 
Such flows appear on the turbomachine blades and airfoils. 
Second-moment closures, in contrast to k — e models, can cap
ture the effect of the secondary strain without any curvature-
specific modifications (e.g., Gibson et al., 1981). 

In the present case, the stress and e transport models de
scribed in Part I together with the mean momentum equation 
are expressed in the coordinates with the x axis along the curved 
wall [: the so-called s-n coordinates (Bradshaw, 1973) with 
different notations]. The equation set to be solved is then 
obtained by the boundary layer approximation with retaining 
the most dominant terms associated with streamline curvature. 
For brevity, only the shear stress transport equation is given 
here: 

d d 
dx dy 

uv) -
- 5 "7 U 

-jdU 
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dy 
•Q01-UV+C2 
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-h e 
iot-uv 
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Qey 2 C " 2 

-idU 
^Ty~ 

,dU 

dy a 

iU\k^ 
dy " R/Qey 

„k-j \duv 
C ^ + V)ly- (1) 

where R denotes the local radius of wall curvature, and 
a= 1 +y/R. [Ci, C2, CwU and CW2 are model functions given 
by Eqs. (9)-(12) of Part I]. As is_seen, there appears the cur
vature-related production (2u2-v2)U/R (including the con
vection). This term, which has naturally appeared and acts to 
reduce the shear stress against the primary production, is mainly 
responsible for the stabilization by curvature. 

The test case is taken from the experiment by Gillis and 
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Fig. 3 Shear stress profiles (boundary layer on a convex wall and a 
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Johnston (1980), where a 90 degree bend with a circular arc 
wall is followed by a recovery flat wall, Fig. 1. This flow (in 
a slightly different experimental condition) was used as a test 
case (Case 0233) at the 1980-81 Stanford Conference (Kline 
et al., 1981). A paper of the experimenters (Gillis and Johnston, 
1983) includes their computational work on this flow. 

Figures 2 and 3 show the friction coefficient and the shear 
stress profiles. The prediction with a high-Reynolds-number 
second-moment closure by Gibson et al. (1981) is included for 
comparison. Also included is the prediction with the Launder 
and Shima's (1989) original version (denoted by LS model) 
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Fig. 4 Mean velocity profiles (boundary layer on a convex wall and . 
recovery flat wall) 
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Fig. 5 Mean velocity profiles in wall coordinates (boundary layer on a 
convex wall and a recovery flat wall) 

which, as remarked in Part I, differs from the present model 
in values of some model constants. For convenience, their 
difference is explicitly given here. For the generation term 
(Cei + \p\ + \l/2)eP/k in the e transport equation [Eq. (18) of 
Part I], the present model adopts 

lh = 1.5,4 (P/e-l) (2) 
i/-2 = 0.35(1 - 0.3y42)exp[ - (0.002/? r)

1/2] 

whereas the choices by LS are 

\/,i = 2.5A(P/e-l) 

V-2 = 0.3(1 - 0.3A2)exp[ - (0.002RT)2] 

(3) 

(4) 

(5) 
where A and A2 are the invariants of the stress anisotropy 

' tensor, defined by Eqs. (13)—(16) of Part I. 
It is seen from Fig. 2 that the three predictions capture the 

marked reduction in wall friction in the curved section, though 
the values with the present and LS models are somewhat too 
low. The performance clearly shows the general advantage of 
second-moment closure. Although the prediction by Gibson 
et al. gives better wall values of the shear stress in the curved 
section, the shear stress profile across the boundary layer is 
not very good; Fig. 3 indicates that their prediction gives too 
wide region of negative shear stress at Station 5. In contrast, 
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at the station the present model and the LS model reproduce 
the shear stress profile well. 

The very slow recovery found in the experiment has not been 
captured by most of the previous predictions; see the very rapid 
recovery of the shear stress at Station 10 in the Gibson et al.'s 
prediction, Fig. 3. This behavior is best reproduced by the LS 
model among the three models. The prediction of the shear 
stress profile at Station 10 is quite good (Fig. 3), though the 
wall value is still larger than the experimental data (Fig. 2). 
The improvement by the LS model may be traced to the func
tion \pi [Eq. (4)] in the e transport equation. When the flow 
enters the recovery section, the energy production rate P and 
the dissipation rate e tend to increase with removal of the extra 
strain. At the moment, most of the previous models perhaps 
give too sluggish increase in e, leading to the very rapid increase 
in the energy and shear stress, as suggested by Gibson 
et al. (1981). It is inferred that the function xpi augments the 
e generation at this stage (where P>e), thus preventing the 
rapid increase in Reynolds stresses in the recovery flow. In the 
present model, the model constant in i/̂  has been changed as 
Eq. (2), which causes the faster recovery especially in the wall 
friction. 

Figures 4 and 5 show the mean velocity profiles in linear 
and semilogarithmic coordinates, respectively. The large wake 
component in the recovery section, which corresponds to the 
very slow recovery discussed above, is reproduced well by the 
present model. 

Finally the turbulence intensity profiles at a curved section 
are shown in Fig. 6. The experiment shows a marked isotrop-
ization even in the immediate vicinity of the wall. One might 
trace the behavior to the reduction in the primary production 
of u2. (The curvature-related production in the u2 equation is 
just secondary in contrast to the case of the uv equation.) 
However, the present model which of course retains the exact 
production terms does not reproduce the marked isotropiza-
tion;_the computed v1 in the vicinity of the wall is just such 
that t>2=2 -uv. Although the discrepancy should not be ig
nored, a major revision of the redistribution models to remove 
the defect is not justified at present. 

3 Channel Flow With Spanwise Rotation 
It is well known that the structure of turbulent flow in a 

rotating channel is strongly affected by the Coriolis force 
(Johnston et al., 1972). When the channel rotates about a 
spanwise axis, the Coriolis force stabilizes the suction-side flow 
and destabilizes the pressure-side flow, Fig. 7. Flows of this 
kind are of practical importance because they appear in the 
blade passages of turbomachinery. Two-equation models or 
models of lower level need, to introduce special modifications 
related to the rotation to reproduce such flows. In contrast, 
second-moment closures can capture the flows without such 
modifications mainly due to an exact production term related 
to the Coriolis force in the stress transport equation. Launder 
et al. (1987) gave encouraging predictions using a high-Reyn
olds-number second-moment closure. As they noted, however, 
their calculation is inevitably limited to relatively low rotation-
rates since, at higher rotation-rates, the stable-side flow is 
laminarized. Kristoffersen et al. (1990) calculated fully-devel
oped channel flow at a rotation-rate with the LS model, and 
showed encouraging agreements with direct simulation data. 
This section gives predictions of fully developed and developing 
flows at wider range of rotation-rates using the present model 
which, as described in Part I, reproduces the non-rotating fully-
developed flow more accurately than the LS version. 

In this case the stress transport equation should include an 
exact production term related to the rotation: 

GU = •2Q,i(eukukUj + emukUi) (6) 

where Q/ denotes the rotation rate vector. This term naturally 
appears when the stress transport equation is derived from the 
momentum equation including the Coriolis force. Note that, 
in this additional production, the shear factor is a constant fi 
(rotation rate) in contrast to the case of streamline curvature 
where the factor is U/R that decreases as a wall is approached. 
This implies that, in the case of rotation, the inner layer struc
ture is relatively easily modified by the additional production. 

Further, two redistribution terms: 

4><3W = '2ClGii (7) 

0(iv3);j - C,v2 I <t>(l)kmnknm8ij - ~ <t>Ci)iknknj • 
3 \ km 

(8) 

are added to the stress transport model. Rationale for inclusion 
of such terms has been given by several authors; see Launder 
et al. (1987). Briefly, the term 4>{3)ij emerges consistently with 
the rapid term <j>(1)ij [Eq. (4) of Part I] in modeling the pressure-
strain correlation by reference to the Poisson equation for 
pressure fluctuation, while the term </>(H.3),y appears as the cor
responding wall reflection. 

Predictions are made for the fully developed channel flow 
and also for the boundary layer on the stable side of the 
channel. The solutions for both flows are obtained by calcu
lating developing flows using 141 nodes across the channel. 
The distance from the wall appearing in the model equations 
is calculated by 

1 1 1 

d y D-y 
(9) 

according to Launder et al. (1975). 
Attention is first given to the case of fully developed flow. 

The computed mean velocity profiles are compared with the 
experimental data of Johnston et al. (1972) in Fig. 8, where 
the Reynolds number and the rotation number are defined by 
Re = UmD/v and Ro = QD/Um, The predictions for the rotating 
cases by Launder et al. (1987) are also included. The measured 
profiles at zero rotation are reproduced well by the present 
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Fig. 9 Mean velocity profiles in wall coordinates (fully developed ro
tating flow) 

model for two values of Reynolds number. The agreement for 
Ro - 0.07 is somewhat worse. On the stable side (neary/D= 1), 
the velocity profile becomes less full than the non-rotating case 
(in the region where U/Um<\), indicating that the size of the 
log-law region becomes small due to the stabilizing effect. This 
behavior is well captured by the present computation. On the 
unstable side, however, a discrepancy is evident, particularly 
at the higher Reynolds number. As Johnston et al. (1972) 
suggest, the flow at Re = 35000 may not be quite fully devel
oped, thus giving the rather flatter measured profile. More
over, there seems to be a discrepancy between the profile and 
the flow rate in the experimental data. For this rotation num-

Large Eddy Simulation 
by Kim 

a u'/Uto 

Re = 27600 
Ro = 0.068 

0.4 0.6 0.8 1.0 
y/D 

Fig. 10 Turbulence intensity profiles (fully developed rotating flow) 

ber, 0.07, the results of Launder et al. are not much different 
from the present results, though the present predictions con
sistently give higher velocities on the stable side and lower 
velocities on the unstable side than their predictions. For the 
highest rotation number, 0.210, the computation by Launder 
et al. captures the experimental profile reasonably well while 
the present prediction does not; this point will be discussed 
shortly. 

Figure 9 shows the sernilogarithmic plots of velocity profiles 
both on the stable and unstable sides at Re = 35000 and 
Ro — 0.08. It is seen that the wake component becomes very 
large on the stable side and vanishes on the unstable side. This 
feature is faithfully reproduced by the prediction. However, 
a discrepancy in the value of the additive constant in the log-
law appears on the unstable side. The discrepancy may still be 
within an acceptable range for this rotation number, but it will 
become larger as the rotation number increases. This behavior 
corresponds to the rather poor profile at Ro = 0.210 in the 
linear plot mentioned above. 

According to Johnston et al. (1972), for Ro>0.05-0.10, 
large-scale roll cells fully develop on the unstable side. Since 
the flow is actually three-dimensional due to the roll cells, it 
is somewhat questionable to discuss the model performance 
at high rotation numbers on the basis of the present two-
dimensional calculation. A sound conclusion cannot be drawn 
concerning this point. As already shown, however, Launder 
et al. obtained a better velocity profile at Ro = 0.21 with two-
dimensional calculation by using the logarithmic law as the 
boundary conditions for both sides. Their practice cannot com
pletely be justified because the flow on the stable side is 1am-
inarized at this rotation number. Nevertheless, the result 
appears to suggest that the three-dimensionality is weak enough 
to allow two-dimensional calculations and that the standard 
log-law nearly holds on the unstable side even at this rotation 
number. Therefore, the prediction at Ro - 0.210 with the pres
ent model seems to indicate a real deficiency that the model 
does not reproduce the additive constant of the log-law in 
highly unstable wall regions. This is a typical difficulty in 
constructing closure models applicable up to a wall, though 
well-devised closures of this kind are clearly needed for pre
dicting various flow situations. 

Figure 10 compares the computed turbulence intensities with 
Kim's (1983) large eddy simulation data at jRo = 0.07. Also 

' included is the computational result of Launder et al. (1987). 
Here, UT0 denotes the friction velocity for nonrotating flow 
at the same Reynolds number. Overall, the departures of the 
profiles from symmetry are reasonably well captured by the 
present prediction. The asymmetries are readily traced to the 
stress production terms. On the unstable side, the rotation-
induced production, Eq. (6), obviously augments v' and re
duces w', while on the stable side the production acts con
versely. In the immediate vicinity of the walls, however, the 
change from the non-rotating case in the primary production, 
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-2UvdU/dy, overwhelms the rotation-induced production, 
thus making u' on the unstable side higher than that on the 
stable side. The computed peak values in the u' distribution 
appear somewhat too high, but the Kim's simulation, even at 
zero rotation, gives rather small maximum as compared with 
the experimental value. 

The variation with rotation number of the friction velocity 
on each of the walls is shown in Fig. 11. The computational 
results for two values of Reynolds number are compared with 
experimental data collected by Johnston et al. (1972) 
(Re = 25000-35000) and their low-Reynolds-number data 
(Re =10000). This figure also includes the predictions at 
Re = 35000 by Launder et al. (1987). The experimental data 
show that, on the unstable side, the increase in wall friction 

0 1 0 1 0 l 
U /Up 

Fig. 14 Mean velocity profiles (rotating boundary layer: 5! = 300 rpm, 
Wm=5m/s) 
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Fig. 15 Streamwise turbulence intensity profiles (rotating boundary 
layer: fi = 300 rpm, Vm = 5 m/s) 

tends to saturate at #o = 0.07. On the stable side, the low-
Reynolds-number data for i?o>0.1 show a marked reduction 
in wall friction, indicating a laminarization of this side flow 
(Johnston et al., 1972). The present computational results are 
limited to relatively low rotation numbers because of a nu
merical instability for higher rotation numbers associated with 
the reverse transition on the stable side. (For much higher 
numbers, the solutions are easily obtained as already shown 
for Ro - 0.21.) The predictions show that the lower Reynolds-
number flow is more strongly affected by the rotation than 
the higher Reynolds-number flow. Overall, the predictions for 
Ro < 0.1 mimic the variations shown by the experimental data. 
It is seen that the Launder et al.'s prediction (Re = 35000) gives 
higher magnitude both on the stable and unstable sides than 
the present prediction. (The Reynolds-number dependence was 
not given in their paper.) 

Although the present model has captured the main features 
of the fully-developed rotating channel flow, the calculation 
has failed to reproduce the experiment at the highest rotation-
rate (Ro = 0.21) due to the difficulty in reproducing the log-
law in the unstable-side flow. This obscures the capability of 
the present model to reproduce the relaminarization on the 
stable side since, in fully developed flow, one side flow largely 
affects the other side flow. Hence, the flow finally considered 
is a boundary layer developing on the stable side. The test 
cases are taken from an experiment by Koyama and Ohuchi 
(1985). Figures 12 and 13 show the mean velocity profiles and 
the streamwise turbulence intensity profiles for the case of 
relatively low rotation effect (the channel width being 40 mm). 
Figures 14 and 15 show those for the case of higher rotation 
effect. The experimental data show a clear distinction between 
the two cases especially in the turbulence intensity profiles. 
The computational results capture the distinction well, repro
ducing the laminarization in the case of higher rotation effect. 
The results indicate a clear advantage of the model applicable 
right up to a wall. 
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4 Concluding Remarks 
Testing of the full second-moment closure has been made 

on the effects of streamline curvature and spanwise system 
rotation. The exact production terms in the stress transport 
have broadly accounted for these effects, showing a decisive 
advantage of second-moment closure. 

The present model is applied right up to a wall. Due to this 
feature, the model can be used to predict highly stabilized 
flows, and the laminarization in the rotating boundary layer 
has successfully been captured. Moreover, the model function 
i/,, in the e transport model has shown its potentiality for 
reproducing the slow recovery from curvature. Remember that 
the present model also reproduces the laminarization caused 
by flow acceleration and that the function ^ also improves 
predictions of the boundary layers with adverse pressure gra
dient and with free-stream turbulence (Part I). 

The results of this two-part paper show a fairly wide appl
icability of the turbulence model, though the test cases, at 
present, are limited to two-dimensional boundary layers and 
channel flows. 
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Application of the k - c Turbulence 
Model to the Simulation of a 
Fully Pulsed Free Air Jet 
The work describes application of the k-e turbulence model to a fully pulsed air 
jet. The standard model failed to predict the change in slope of the velocity decay 
where the jet changes from pulsed to steady jet behavior. A change in one of the 
constants of the k-e model based on the behavior of the periodic velocity component 
relative to the intrinsic component yielded satisfactory results. Features of the pulsed 
jet which were successfully simulated included the flow reversal near the edge of 
the jet, increased entrainment when compared to steady jets and large radial outflow 
near the leading edge of the pulse and large radial inflow near the outer edge of the 
jet for the remainder of the pulse. 

1 Introduction 
The k-e model is still one of the more popular turbulence 

models used for prediction of turbulent flows. Its limitations 
are recognized, Bradshaw et al, (1991), and consequently it is 
essential to continue testing it against new experimental data. 
One type of free shear flow that has been examined in the past 
is the steady axisymmetric jet, Launder and Spalding (1974). 
Recently, extensive experimental data became available for a 
fully pulsed axisymmetric air jet, Bremhorst and Harch (1979) 
and Bremhorst and Hollis (1990). It would be of considerable 
interest to test the k-e model for this case as measurements 
showed a number of unusual features including a significant 
increase in entrainment when compared with a steady, axi
symmetric jet, and a well defined change in slope of the inverse 
velocity decay curve where the jet changes from pulsed to 
steady jet like behavior. 

The present paper reports simulation of a fully pulsed air 
jet using the k-e model of turbulence and the commerical pack
age PHOENICS (Version 1.3.1 distributed by CHAM Ltd. of 
Wimbledon, London) for solution of the relevant partial dif
ferential equations. Most simulations were for a jet pulsed at 
10 Hz issuing at 36.6 ms"1 from a 25.4 mm diameter exit to 
correspond to the detailed data of Bremhorst and Hollis (1990). 

2 Theoretical Considerations 
The flow considered in the present study, was assumed to 

be subsonic and incompressible. It was also assumed that the 
kinematic viscosity was constant. The Reynolds forms of the 
basic equations in Cartesian tensor notation are as follows; 

^ = 0 (1) 
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Bu,+ Um 
dt JdXj 

iap _d_ 
pdXi dXj 

dUt 
(2) 

where the Einstein summation convention has been used. For 
the pulsed jet case U, represents the periodic component of 
velocity while w,- and Uj represent the velocity fluctuations about 
the periodic components. These velocity fluctuations will be 
referred to as intrinsic velocity fluctuations associated with 
which are, ŵ /J, the ensemble, phase averaged Reynolds stresses. 
For the steady jet case U, becomes the mean velocity component 
as the time derivative term converges to zero after the jet has 
been turned on for a sufficient length of time. In the case of 
axisymmetric jets, the following^ simplified_notation will be 
used - Ul=l = Up, Ui=2 = Vp, Ui=l = U, Ui=2 = V. Pis the 
periodic static pressure which becomes the mean static pressure 
for a steady jet. 

Closure of Eqs. (1) and (2) is by means of the k - e tur
bulence model for which the additional equations are, 

dk JTdk 

Tt+uTxr 

U/Uj = — V, 

dUi dUj 
—1 + — i 
dXj dXi 

— • + — -
dx: dXi 

+ \k^ 

-Ca 

*bu 
dUi d v,dk 
dx, dx; \akdXi 

(3) 

(4) 

(5) 

de TTde _ e/dU, dU\dU, d f v, de\ e2 

where k and e are ensemble, phase average turbulent kinetic 
energy and turbulent dissipation associated with the intrinsic 
velocity components of the pulsed jet whereas k and e denote 
their time averaged values over a complete cycle. For the steady 
jet case k = k and e = e. The standard set of constants are, 
Launder and Splading (1974), 
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C„ = 0.09 
C, = 1.44 
C2=1.92 
a,= 1.0 
ffe=1.3. (7) 

although PHOENICS uses a value of 1.314 for ae. 
Launder and Spalding (1974) also noted that for steady 

axisymmetric jets, two of the constants should be modified 
according to Eqs. (8) and (9) in order to avoid overestimation 
of the spreading rate. 

(8) 

(9) 

C„ = 0.09 - 0 . 0 4 / 

C2= 1.92-0.0667/ 

where 

/ = y 
2U„ 

dUo 
dx 

dUn 

dx 

for flow into still ambient fluid, y is the radial width of the 
mixing region and U0 is the centerline mean axial velocity. A 
simpler modification was suggested by Pope (1978) where the 
value of the constant C, in Eq. (7) is changed from 1.44 to 
1.6. 

3 Details of Modeling 
A rectilinear two-dimensional grid was used for calculations 

with fine grid spacings in the radial direction in order to obtain 
adequate spatial resolution especially near the exit region. The 
centerline of the jet was modeled using the default boundary 
condition of PHOENICS of a fluxless, frictionless wall. This 
condition was also used for the wall from which the jet issued. 
The other boundary conditions used an option available in 
PHOENICS which sets the boundary condition as if the do
main extended to infinity. 

3.1 Steady Jet. For the steady jet case the exit velocity was 
fixed at 36.6 m s~' issuing from a 25.4 mm diameter nozzle 
with no radial flow. The exit turbulence energy is given by 

km = 0.001 V2 (10) 

where U is the bulk mean jet exit velocity, and the exit dis
sipation is given by 

6in = 0.1643(A:i
l
n
5/(0.035cO) (11) 

where d is the jet exit diameter. 
Both the standard set of k-e constants, Eq. (7), and a set 

with C, changed to 1.6, Pope (1978), were used. 
Solutions were obtained using the transient model until val

ues of the various variables were independent of time. This 
procedure is recommended by the PHOENICS USERS MAN
UAL (CHAM LTD) and proved to be much better in terms 
of speed of convergence than a steady state solution. Results 
of the steady jet simulations are presented in Section 4.1. 

3.2 Pulsed Jet. Exit mean velocity, U, was again set at 
36.6 ms"1 from a 25.4 mm diameter exit in order to coincide 
with available experimental data. Each 0.1s cycle (equivalent 
to a 10 Hz frequency) of the pulsed jet was divided into 200 
time steps. The latter were chosen to ensure that solutions are 
independent of the size of time steps. For the 80 Hz jet the 
cycle length was 0.0125 s. Exit velocity was modeled as a half 
sine curve during the valve on-time which was taken to be 0.03 
seconds for the 10 Hz case in order to closely match experi
mental data near the exit. At each time step, continuity equa
tion iterations were terminated when the sum of net inflows 
of mass into each cell became less than 1 percent of the average 
mass flow at the jet exit. For the momentum equations, it
erations ceased when the sum of momentum equation imbal
ances became less than 1 percent of the average momentum 
convected into the system. Similar conditions were applied for 
k and e. Unless indicated otherwise, only the standard set of 
constants, Eq. (7), but with <re = 1.314 was used. 

The exit turbulence energy was set to 

km - s i n ( — 1x0.1+0.11 (12) 
Ul 

where tmi is the value of the time when the exit velocity reaches 
zero after the valve closes (set to 0.03 s for the present case). 
This equation was determined from the near exit experimental 
data of Hollis (1988). As for the steady jet, the exit dissipation 

^t» £-*2» W 

Nomenc la ture 

d 
f 

Q = 

r 
rl/2,U 

t = 
'enri 

constants in the k-e 
model 
nozzle diameter 
function in k-e model up = 
used to modify C^ U = 
ensemble, phase aver
aged turbulent kinetic Up = 
energy, also referred to 
as intrinsic turbulent ki
netic energy _ 
ensemble, phase aver- U = 
aged static pressure or 
periodic pressure V = 
volume flow of jet at a 
given downstream posi- Vp = 
tion 
radial coordinate 
half value radius, that x = 
is, radius at which the 
mean velocity is half 
that at the jet centerline 
time x0c = 
time from valve opening 
to when mass flow at 
valve exit vanishes 

velocity fluctuations 
about mean velocity of 
a steady jet or about UP 

for the pulsed jet 
rms of Up 
local mean streamwise 
velocity 
local ensemble, phase 
averaged periodic 
streamwise velocity for 
pulsed jet 
bulk mean velocity at 
jet exit 
local mean radial veloc
ity 
local ensemble, phase 
averaged periodic radial 
velocity for pulsed jet 
coordinate in direction i 
or j also downstream 
distance from jet exit 
nozzle 
downstream distance at 
which jet changes from 
pulse domination to 
steady jet 

y = 

Superscript 

Subscripts 

ij = 

in = 
0 = 

Greeks 

% = 
e = 

v = 

v, = 
7T = 

P = 
Ok, Ot = 

lateral distance 

denotes time or ensem
ble averaging 

coordinate directions 1, 
2, or 3 
at jet exit 
centerline value 

Kronecker delta 
turbulent dissipation 
rate as defined in k-e 
model of turbulence 
molecular kinematic vis
cosity 
turbulent eddy viscosity 
3.1412... 
density 
effective Prandtl num
bers or constants in the 
k-e model 
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Fig. 2 Steady jet growth 

was set to that of Eq. (13) on the basis that the intrinsic 
turbulence velocity field is similar to the fluctuating velocity 
field of a steady jet. 

4 Results and Discussion 

4.1 Steady Jet. Figure 1 shows the decay of centerline 
axial velocity for both the standard k-e constants and the mod
ified set with C, = 1.6. It is readily seen that changing Cx has 
a significant effect on the slope of the curve. The slope of the 
standard k-e result is closer to that of the experimental data 
Wygnaski and Fiedler (1969) while results with C, = 1.6 agree 
well with the line given by Rajaratnam (1976). 

Radial distributions of axial velocity, were found to follow 
Gaussian profiles closely. The half value radii-the radius at 
which the mean velocity is half that at the centerline-for both 
sets of k-e constants together with experimental data from 
Wygnanski and Fielder (1969) are given in Fig. 2. These results 
clearly show the overestimation of jet spreading by the standard 
k-e model. Changing Cx to 1.6 reduces jet growth near to the 
experimental value but as was seen in Fig. 1, decay of the 
centerline velocity is lower than experimental values. Hence, 
selection of the appropriate constants is a compromise based 
on whether U0 or ri/2U is to be predicted more correctly. In 
the present work the standard value of C, = 1.44 is used 
throughout. 

The effect of turbulence intensity at the jet exit was examined 
by running a number of simulations with different values of 
the exit turbulence energy. The effect is to shift the effective 
origin downstream a little as turbulence level increases but 
without changing the slope of the decay curve. 

0 20 40 60 80 100 

Fig. 3 Pulsed jet centerline axial velocity decay 

40 50 20 30 

x/d 

Fig. 4 Pulsed jet turbulence intensities at the jet centerline from stand

ard k-e model 

4.2 Unheated Pulsed Jet 

4.2.1 Centerline Results. Figure 3 compares centerline 
axial velocity decay for the 10 Hz pulsed jet using the standard 
k-e model (Cx = 1.44) and the experimental results of Brem-
horst and Hollis (1990). The simulated results do not show the 
characteristic change in slope where the jet switches from pulsed 
to steady jet behavior. Clearly, the standard k-e model cannot 
handle this type of transitional behavior. 

Re-examination of the equations based on the physical sig
nificance of the various terms of the equations and trials with 
different values for the various constants suggested that better 
agreement with experimental results is possible. However, the 
only modification which led to satisfactory reproduction of 
the distinctive change in slope of the centerline velocity decay 
curve while also giving reasonable values for other jet prop
erties involved a change in C2. Best results were obtained with 

C2 = 

C2-

1.92 

2.32 

x/d<xoc/d 
x/d>xoc/d (14) 

where xoc/d is given by the axial position where the centerline 

normalized rms of the periodic velocity, yjUp0/U0, equals the 

intrinsic turbulence level, yfk0/Ua, when using the standard 
k-e model. For the 10 Hz case this occurred at x/d = 36 and 
the 80 Hz case at x/d — 17 as shown in Fig. 4 The model was 
then rerun with the modified values of C2 of Eq. (14) to yield 
centerline axial velocity results in excellent agreement with 
experimental data for the 10 Hz pulsation frequency case of 
Bremhorst and Hollis (1990). The 80 Hz predicted results show 
transition to steady jet behavior occurring at a smaller value 
of x/tf than for the 10 Hz case. This is consistent with similar 
results by Winter (1991) obtained with a smaller diameter jet. 
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Fig. 6 Centerline profiles of axial periodic velocity through the pulse. 
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Fig. 9 Axial periodic velocity through the pulse. x/d= 19.41. Simulated 
results. 
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Fig. 7 Pulsed jet centerline intrinsic turbulence kinetic energy 

At 10 Hz, results show that rms periodic velocity, Fig. 5, 
from the simulation gives a similar decrease to experimental 
values with the rms periodic velocity becoming negligible past 
x/d ~ 60. It is also seen that the 80 Hz results decrease more 
rapidly than the 10 Hz results which was also evident in the 
results of Winter (1991). Decay of the axial periodic velocity 
component, Fig. 6, as measured by the reduction in the size 
of the peaks is readily visible as the pulse moves downstream. 
Intrinsic turbulence kinetic energy for the 10 Hz jet, Fig. 7, is 
seen to be in reasonable agreement with experimental data but 
both results are significantly above the steady jet level. 

4.2.2 Pulsed Jet Radial Distributions of Veloci
ties. Radial profiles of the mean axial velocity, U, again 
follow quite closely a Gaussian curve which fitted the exper
imental data of Bremhorst and Hollis (1990) well. Growth of 

the half-value radius is also in good agreement with the ex
perimental results of Bremhorst and Hollis (1990). 

If the axial mean velocity profiles are Gaussian, then the 
volume flow is given by 

Q=TrU0r
2
U2<u/ln2. (15) 

Volume flows for the steady and pulsed jet simulations, the 
pulsed jet data of Bremhorst and Hollis (1990) and the steady 
jet data of Wygnanski and Fiedler (1969) are compared in Fig. 
8. Simulated pulsed jet results agree reasonably well with ex
perimental values with both sets of pulsed jet data showing 
much larger volume flow than the steady jet as already observed 
earlier by Bremhorst and Harch (1979) and Bremhorst and 
Hollis (1990). 

Predicted axial periodic velocities, UP, through the pulse 
(1990), Fig. 9, clearly show the negative axial velocities at 
r^r\n, u> I-5 associated with the starting vortex. Correspond
ing results for the radial periodic velocity, Fig. 10, show the 
large radial outflow at the leading edge of the pulse together 
with the corresponding radial inflow after the peak of the pulse. 
For both axial and radial periodic velocities, the predicted peak 
values were lower than the experimental ones reported by 
Bremhorst and Hollis (1990) and spread too quickly axially 
thus suggesting that the use of a single diffusivity is inadequate. 
It should be noted that the largest value of the radial outflow 
occurs at r/rU2, c/~0.7 at a position corresponding to the lead
ing edge of the pulse while the largest radial inflow occurs at 
the edge of the jet but at a much later time in the pulse. This 
radial transport of fluid which corresponds to high and low 
axial velocities respectively, may be responsible for the increase 
in entrainment of fully pulsed jets. 

5 Concluding Remarks 

Most of the features of a fully pulsed air jet can be simulated 
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Fig. 10 Radial periodic velocity through the pulse. x/d= 19.41. Simu
lated results. 

using a modified k-e model where a change in one of the 
constants is based on the behavior of the periodic velocity 
component relative to the intrinsic component. This was suc
cessful for a 10 Hz jet and an 80 Hz jet. Features successfully 
simulated for the 10 Hz jet include flow reversal near the edge 
of the jet consistent with the starting vortex, increased en-
trainment when compared to steady jets, large radial outflow 
near the leading edge of the pulse and radial inflow near the 
edge of the jet later in the pulse. The results also showed that 
the pulsed component dominated up to x/d~ 50 for the 10 Hz 
pulsed jet with the change in slope of the centerline velocity 
decay curve simulated correctly when a modified value of C2 

is used. 
Changes of several constants in the k-e model lead to com

pensatory effects due to the coupled nature of the equations. 
However, C2 is an exception and by use of the modification 
of Eq. (14), permitted the most characteristic feature of a fully 
pulsed jet, namely, the change in slope of the mean velocity 
decay curve to be reproduced as well as maintaining realistic 
jet growth and turbulent kinematic energy. 

It may seem that use of a nonstandard value for C2 as the 
jet returns to an essentially steady jet is physically unrealistic. 
However, the steady jet regime in question differs from that 
of a conventional steady jet significantly as the intrinsic tur
bulence level of the pulsed jet is considerably higher than for 
the steady jet. This undoubtedly leads to a different balance 
between turbulence energy and dissipation in that region. Such 
a changed balance can be expected to be reflected in C2-
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Airfoil Shape Optimization Using 
Sensitivity Analysis on Viscous 
Flow Equations 

An aerodynamic shape optimization method has previously been developed by the 
authors using the Euler equations and has been applied to supersonic-hypersonic 
nozzle designs. This method has also included a flowfield extrapolation (or flow 
prediction) method based on the Taylor series expansion of an existing CFD solution. 
The present paper reports on the extension of this method to the thin-layer Navier-
Stokes equations in order to account for the viscous effects. Also, to test the method 
under highly nonlinear conditions, it has been applied to the transonic flows. Initially, 
the success of the flow prediction method is tested. Then, the overall method is 
demonstrated by optimizing the shapes of two supercritical transonic airfoils at zero 
angle of attack. The first one is shape optimized to achieve a minimum drag while 
obtaining a lift above a specified value. Whereas, the second one is shape optimized 
for a maximum lift while attaining a drag below a specified value. The results of 
these two cases indicate that the present method can produce successfully optimized 
aerodynamic shapes. 

Introduction 
Aerodynamic shape optimization has recently become a sub

ject of considerable interest. This field of study involves the 
ability to determine the geometry of an aerodynamic config
uration, that achieves certain objectives subject to specified 
constraints and satisfies the governing equations of its flow-
field. For instance, in attaining the geometry of an optimum 
airfoil section two basic catagories of design methods can be 
found in the literature, where several methods have been de
veloped in each category. 

The first category is the inverse design methods, in which 
one specifies the surface pressure distribution and the method 
calculates the corresponding airfoil geometry. Examples of this 
approach include the hodograph methods which solve the full 
potential equations in the hodograph plane (Bauer et al., 1977), 
and the method by Giles and Drela (1987) which treats the 
two-dimensional flow as a set of streamtubes coupled through 
the position of, and pressure at, the stream interfaces. The 
latter method solves the Euler equations and that guarantees 
a proper treatment of shocks. Some of these methods have 
recently included the viscous effects through a coupled integral 
boundary layer analysis. 

The second category is the numerical optimization methods, 
which couple a flowfield analysis algorithm with an optimi
zation algorithm. The aerodynamic quantities such as lift, drag, 

Contributed by the Fluids Engineering Division and presented at the Sym
posium on Multidisciplinary Applications of Computational Fluid Dynamics, 
Winter Annual Meeting, Atlanta, Ga., December 1-5, 1991 of THE AMERICAN 
SOCIETY OF MECHANICAL ENGINEERS. Manuscript received by the Fluids Engi
neering Division October 25, 1991. Associate Technical Editor: R. K. Agarwal. 

pitching moment, pressure distribution are computed by the 
flowfield analysis algorithm for a certain configuration and 
are used in defining an objective function to be minimized or 
maximized. This objective function must relate changes in 
geometry to improvements in the aerodynamic quality of the 
design. The methods of Vanderplaats (1975, 1979), Hicks et 
al. (1974), and Pittman (1987) are examples of this category. 

Some conclusions can be drawn from this brief literature 
survey. First of all, each of these categories has its advantages 
and its shortcomings, hence they have to be considered as 
complementary and not competitive. Secondly, each offers a 
different way of finding efficient aerodynamic shapes without 
resorting to an expensive cut-and-try wind tunnel testing. How
ever, the general theme in all of them is that they require a 
significant level of experience and skill to define the geometrical 
aerodynamic shapes. This requirement is almost eliminated by 
the present method which automatically shapes the aerody
namic configuration to any arbitrary geometry during the op
timization process. For the completion of the above survey, 
the readers should be referred to a survey paper by Dulikravich 
(1991), where other aerodynamic shape design concepts have 
been presented and classified according to their origin. 

This paper presents an aerodynamic shape design method 
which falls into the second category. In concept, it couples a 
Computational Fluid Dynamics (CFD) analysis scheme with 
an optimization algorithm. But unlike other methods in its 
category, the gradients of the objective function and con
straints (sensitivity coefficients) required for the optimizer are 
obtained via a sensitivity analysis algorithm based on a dis-
cretized form of the thin-layer Navier-Stokes equations used 
in the CFD analysis algorithm. In addition, the requirement 
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Fig. 1 Definition of the optimization problem 

of repetitive CFD flow analyses inherent in other methods of 
its category, is alleviated by the use of a flow prediction tech
nique developed previously by the authors (Baysal et al., 1990, 
1991a, 1991b) and presently extended to the viscous flow equa
tions. Hence, the current method is the natural extension of 
the aerodynamic shape design method developed by the authors 
(1991b). This method (Baysal et al., 1991b) treats the relative 
slope at each surface grid point as the design variable in the 
optimization problem and uses a sensitivity analysis algorithm 
based on a third-order discretized form of the Euler equations 
to get the gradient information as well as the predicted flowfield 
solution. 

The present aerodynamic design optimization method is 
demonstrated by optimizing a low Reynolds number, laminar, 
transonic airfoil where the flow region is supercritical. How
ever, the purpose of this study is not finding optimized airfoils 
of common interest; rather, they merely serve as examples to 
illustrate the behavior of the viscous sensitivity analysis al
gorithm in regions where highly nonlinear phenomena may 
occur in the flowfield. A survey of the different methods to 
determine the sensitivity coefficients as well as the flow pre
diction method are deemed unnecessary for the objectives of 
this paper. Such details, which are given by Baysal et al. (1990, 
1991a, 1991b), are excluded from this paper for brevity. 

Optimization Problem 
Two different design problems are addressed in this paper. 

The first problem is to optimize the upper surface of a NACA 
0012 airfoil, which provides a reduced drag coefficient (CD) 
while keeping the lift coefficient {CL) greater than a specified 
value, CL . . The second problem is to optimize the lower 
surface of NACA 0012 airfoil, which provides an increased 
CL while keeping CD less than a specified value, C^ma*. 

The contour of the airfoil to be optimized is defined by one 
of its coordinates (x or y) and the relative slope at each surface 
grid point Fig. 1. This coordinate is kept fixed during the 
optimization process while the relative slope is perturbed_to 
change the geometrical shape. Hence, the design variables, XD, 
of both optimization problems are the relative slopes at the 
surface grid points. 

Any aerodynamic optimization problem, in general, is stated 
mathematically as follows: 

Minimize 

F(Q(XD),XD) (1) 

subject to the following constraints: 

(1) flow-type inequality constraints 

Gj(Q(XD),XD)<0, j=l,NCONf (2) 

(2) geometric-type inequality constraints 

Gj(XD)<0, j=l+NCONf,NCON (3) 

(3) side constraints 

where F denotes the objective function and Q is the vector of 
the conserved variables of the fluid flow. NCONf denotes the 
number of flow-type constraints and NCON is the total number 
of inequality constraints. XD, and XD are the lower and 
the upper bounds of the design variables. A judicous choice 
of these bounds is necessary to maintain an acceptably smooth 
aerodynamic shape. 

In the first problem, the objective function, CD, is given by: 

CD=CD. . .. + CD. (5) 
^ ^mviscid ^viscous v / 

and the lift constraint is written as: 

G, = l - - ^ - < 0 (6) 
^min 

where CL . is a lower limit of CL. The lift coefficient CL is 
given by: 

CL^CL. . ^ + CL. (7) 
^ ^inviscid ^viscous v ' 

In the second problem, the objective function is CL and the 
drag constraint is written as: 

G , = - ^ - l < 0 (8) 
^max 

where CD is an upper limit of CD. 
In addition to the flow-type constraints stated above for the 

two design problems, there are some geometric-type inequality 
constraints which are imposed on these optimization problems. 
These constraints involve the thickness-to-chord ratio, which 
must be positive and not to exceed a specified value, and the 
thickness at the trailing edge (T.E.), which must be zero for 
a closed airfoil; 

0<( j ' „ - J ' / ) / c< / m a x (9) 

where yu and yt are the coordinates of the upper and lower 
contours, respectively. (?max) is the maximum thickness-to-chord 
ratio of the airfoil. To enforce the zero T.E. thickness, the 
initial airfoil is started with zero T.E. thickness and the T.E. 
grid point is simply excluded from the design variables. Instead, 
a geometric-type constraint is imposed on the relative slope at 
the surface grid point adjacent to the T.E. point. 

Therefore, the total number of constraints NCON in each 
of these optimization problems is equal to (3 + 2 * NDV), where 
NDV is the number of design variables and it is equal to the 
number of surface grid points. 

This nonlinear, constrained optimization problem is solved 
using the feasible directions method implemented by Vander-
plaats (1985). Given a set of initial values for the design vari
ables, the method first drives all the design variables into a 
feasible design space, i.e., the space where none of the design 
constraints are violated. Then the optimum design is method-

76 /Vol . 115, MARCH 1993 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ically searched for within this space. This search is controlled 
by search directions which are based on the objective function 
gradient and, therefore, efficiently guides the succeeding cal
culations towards incrementally improved designs. Since this 
optimization process requires many evaluations of the objec
tive function and constraints before an opt imum design is 
reached, the process can be very expensive if a CFD analysis 
were performed for each evaluation. In the present study, 
however, the higher fidelity viscous "flow predic t ion" method 
(approximate flow analysis) is performed during the one-
dimensional searches of the 'optimization process. A complete 
CFD analysis was performed only when new gradients of the 
constraints and the objective function are needed, i.e., when 
the design changes substantially. The approximate flow anal
ysis is based on a Taylor expansion around a given solution 
and its details can be found in the references by Baysal et al. 
(1990 1991a, 1991b) and Eleshaky (1992a). 

Sensitivity Coeff ic ients 

Because of the functional dependence of the objective func
tion and the flow-type inequality constraints on the design 
variables and flowfield solution, their derivatives with respect 
to the design variables, XD, are given by: 

VF= 

VGf-
dGj 

dXD 

dF 

dXD~~ 

dGj 

dXD 

dF 

3X~D} + 

dGj 

dQ 

dQ. 

9Xn 

T dQ 

'dXn 
(10) 

j=\,NCONf (11) 

These gradients include two parts; namely, an explicit part ; 
e.g. (dF/dXD)Q or (dGj/dXD)Q, plus an implicit part through 
the dependence on Q. The explicit part is often easy to obtain 
compared to the implicit part . The implicit part of the deriv
atives is determined by the quasi-analytical or sensitivity anal
ysis approach described by Baysal and Eleshaky (1990). In this 
approach, one of two methods can be used; either the direct 
method or the adjoint variable method. It is reported by the 
authors (1990) that if the number of design variables (NDV) 
is greater than the number of adjoint vectors (1+NCONf), 
then the adjoint variable method is more efficient than the 
direct method. For instance, in the present study, there is only 
one flow-type constraint, hence, the number of adjoint vectors 
is only two. Since NDV is equal to the number of grid points 
on the airfoil surface under consideration, which are usually 
more than two, the adjoint variable method is selected to 
determine the sensitivity coefficients. 

The flowfield of the present study is assumed to be governed 
by the two-dimensional, steady, compressible, thin-layer Nav-
ier-Stokes equations, 

d§ dh_dhv_ 

dy 9f df 

and 

T-AK)=R;1 

of ar 
[V(Lr+tys))\=0 

(12) 

(13) 

where g and h are the inviscid fluxes in the generalized co
ordinates (t/, f). Re is Reynolds number based on the speed of 
sound, (pooaooC/Wc). V is the inverse of the transformation 
Jacobian. (r) and (s) are the viscous fluxes in Cartesian co
ordinates. Details of Eqs . (12) and (13) are given by Baysal 
(1988). 

The discrete residual form of Eq . (12) can be rewritten in 
terms of the design variables and conserved variables, Q, as 
follows: 

R(Q(XD),XD)=0 (14) 

Consequently, the quasi-analytical approach (Baysal and 
Eleshaky, 1990) begins by differentiating Eq. (14) with respect 
to the design variables to yield the sensitivity equation, 

3fl 

dQ 

dQ 

dX, 

dR 

dXn 

= RV (15) 

At this point, the adjoint variable method diverges from the 
direct method. First, Eq . (15) is substituted jnto_Eqs. (10) and 
(11). Then, the vectors of adjoint variables (X1; \2j) are defined 
to satisfy the following equations, 

dQ 

TTT dGJ 
J k2j = dQ 

j=\,NCONj '/ 

(16) 

(17) 

where JT= [dR/dQ]T. Equat ions (10) and (11) are rearranged 
using Eqs. (16) and (17) to form the following equations, 

dGj 

dXD~ 

dF 

dXD~ 

dGj 

dXD 

3F 

dXn 
+ X Rv 

+ A2
r;Rv J=l,NCON 7 

(18) 

(19) 

The adjoint variable method requires the solution of Eq. 
(16) and Eq. (17) for the adjoint variable vectors, and substi
tuting them into Eqs. (18) and (19), yields the derivatives of 
F and Gj's. It should be noted that Eqs. (16) and (17) are 
independentof anyjlifferentiation with respect to XD; hence, 
the vectors \ and \2j in Eqs. (16) and (17) remain the same 
for all elements of the vector XD. 

Since the rest of the inequality constraints (NCON—NCONf) 
are of geometric-type, then they are_functionally independent 
of the vector of conserved variables, Q. Hence, the expressions 
for the gradient (11) of these constraints are given by: 

VGi = ^ -1 dXn 

j = NCONf+\,NCON (20) 

Sensitivity Solution Method 

In order to analyze numerically the flowfield during the 
optimization process and to provide a baseline CFD solution 
for the flow prediction method, Eq . (12) is solved by an im
plicit, finite volume scheme (Rumsey et al. , 1987), where the 
residual is driven to 10~7 at each point of the computat ional 
domain. The inviscid terms in Eq . (12) are differenced by the 
upwind differences, according to the flux vector splitting 
method of van Leer, while the viscous terms are centrally 
differenced. Hence, the discretized form of Eq . (12) can be 
written for a nine-point stencil as follows: 

Rj,k = t (Q7+1/2,*. Mj+i/2,k) ~g+ (QT-\n,k, Mj-i/2, k) 

+ §~ (Qj++W2,k, Mj+w2,k)-g~ (Qj-l/2,k, Mj-\/2,k) 

+ # + (Qj~k+1/2, MJyk+1/2) ~h+ (QJl k-1/2, M/,*_, / 2) 

+ h~ (Qj\k+1/2, MJiK+1/2) - R~ (Qlk-1/2. MJik. 1 /2) 

~K(Qj,k+\, Qj,k, MJik+U2)+hv(Qj,k, Qj,k-u M/,*_i/2) 

(21) 
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where g+, 
and 

h+ and h are the operator-split inviscid fluxes 

hv(Qj,k+i, Qj.k, Mj:k+1/2) = Re ' bik+ , + /**)( Vk+1 + Vk)' 

0 

I Vfly, *+l/2-(«*+l-"*)-

+ 3 &;, k+ I A ( V & * + 1 / 2 • < ^ + 1 - ^ * ) ) 

I V{\lk+W2-(vk+l-vk) 

+ 3 ?Vj,fc + 1/2( V fj,fc + 1/2 • ( V*r+ l - Vk) W22) 

1 . - ^-. 
IVflJ,t+,/2- r [ K . K ) * + 1 - ( K - K ) * l 

1 

( 7 - l ) P r 

^ + 1 / 2 

( f l 2 t + i - a 2 * ) 

t i v f i j + i / 2 - ( K i t + , - n ) j 

where K is the velocity vector and («, y) are the Cartesian 
velocity components. Pr is Prandtl number and Wis the con-
travariant velocity in the f-direction. n is the molecular vis
cosity and V is the cell volume._ 

As it is seen from Eq. (21), RJik is functionally dependent 
on the cell-face values of the conserved variables 
(Qf± i/2,k± 1/2). the cell values of the conserved variables (QJyk, 
Qj,k±\), and the geometric terms (M,-±i/2,*±i/2)- These geo
metric terms are involved in the transformation to the gen
eralized coordinates and they are evaluated at the cell-interface 
locations. The conserved variables (Qjl 1/2,* ±1/2) are functions 
of the conserved variables of the neighboring cells which are 
evaluated at the cell centers (Baysal and Eleshaky, 1991a). 
Hence, the linear vector form of the left-hand side of Eq. (15) 
for an interior cell (j,k) can be written as: 

n t i c „<• /1 CM ~R dQj~2,k , -7 dQj-l,k 
[LHS of (15)]M = Z> — = — + A ^ 

dXD dXD 

dXD dXD 

, jj. dQj+2,k+JJ dQj*-2 
dXD dXD 

dXD dXD 

+ 1 
3Qjj 

dXn 
(23) 

The Jacobians_of the_viscous fluxes are included only in the 
coefficients B, F, and G, hence the viscous terms do not change 
the character of the left-hand side of Eq. (15). Details of the 
inviscid contribution in the coefficients A through I in Eq. (23) 
are described by Eleshaky (1992a). The coefficient matrices A 
through / are functions of the Jacobian matrices of the split 
fluxes g± and /i± and the Jacobians of the viscous fluxes. Since 
the Jacobian matrices for interior cells are available from the 
flowfield solver, few_computations are needed to assemble the 
coefficient matrix [dR/dQ] in Eq. (15). It should be emphasized 
that, if an implicit treatment of the boundary conditions were 
not used in the CFD algorithm, it is necessary to revise the 
residual expression (23) at the boundary points in order to 
include the boundary conditions. More details about the im
plicit treatment of the boundary conditions are given by Ele
shaky (1992a). 
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Fig. 2(a) A course C-grid representing Type A unknown ordering; 
(b) the structure of the coefficient matrix [3R/dQ] corresponding to 
Type A unknown ordering 

The coefficient matrix [dR/dQ] is a square matrix with a 
block-banded structure, wherein all the nonzero elements are 
confined within a band formed by diagonals parallel to the 
main diagonal. It has a dimension (nxn). For a two-dimensional 
computational domain with J2 cells in the rj-direction and K2 

cells in the f-direction, the matrix dimension, n, is (4/2 K2). 
This results in an enormous memory requirement of 
(16*(J2-^2)2)- However, the diagonal storage used by Baysal 
and Eleshaky (1990) reduces this memory requirement dra
matically. 
' If a C-type grid is used, different strategies in the unknown 
ordering will have different influences on the memory require
ment. For instance, shown in Fig. 2(a) is a coarse but repre
sentative C-grid around an airfoil. The cell nodes are ordered 
in one of various ways, which is called Order A herein (Ven-
katakrishnan, 1989). For the third-order upwind discretization 
of the governing equations, this ordering does not lead to a 
banded structure because of the coupling between cells on 
either j ide of the wake cut. Therefore, the coefficient matrix 
[dR/dQ] has a banded matrix with a half-bandwidth of 
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Fig. 3(a) A coarse C-grid representing Type B unknown ordering; 
(b) the structure of the coefficient matrix [dR/dQ] corresponding to Type 
B unknown ordering 
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Fig. 4(a) A coarse C-grid representing Type C unknown ordering; 
(b) the structure of the coefficient matrix [dR/dQ] corresponding to 
Type C unknown ordering 

This results in requiring a sparse matrix solver, which is slower 
than the banded matrix solver (Baysal and Eleshaky, 1990), 
or a full matrix storage, which requires a prohibitively large 
memory. The second type of ordering is called Order B herein 
and is shown in Fig. 3(a). Although, for the third-order upwind 
discretization, Order B yields a fully banded matrix (Fig. 3(b)) 
with a half-bandwidth of (8V2 + 3), it has the disadvantage of 
requiring relatively high memory since J2 is usually greater 
than K2. Therefore, in the present study, a third type of or
dering called Order C is used (Fig. 4(a)). For the third-order 
upwind discretization, this ordering leads to a fully banded 
matrix (Fig. 4(b)) with a half-bandwidth of (16*^2 + 3). 

Because of the functional dependence of (Rjt k) on 
(Mj+\/2, k+m), the right hand side of Eq. (15) for an interior 
cell (J, k) can be written with the help of Eq. (21) as follows: 

dR j,k 

dXn 

dg+ (Qj+U2,k, Mj+V2,k) 

d(MJ+1/2,k) 

dg (Qj+U2,k, Mj+\/2,k) 

d(MJ+i/2,k) 

d(MJ+i/2,k) 

dXr 

d§+ (Qj-\/2,k> Mj_W2,k) 

d(Mj_V2,k) 

+ dg (Qt~\n,k, Mj~\n,k) 

d(Mj-u2,k) 

d(Mj-U2ik) 

dXD 

Mli£ >j,k+i/2< Mjjk+i/2) dh (Qf,k+i/2> Mjik+\/2) 
1 d(MM+l/2) 

3(MM+W2) 

d(MJtk+m) 

dhv(Qj,k+\, Qj.k, MM+U2) 

d(MJtk+l/2) dXn 

df>+ (Qj,k-i/2, MM-1/2) dfi (Qj,k-m, MJik-1/2) 
^ -3(M M _ 1 / 2 ) 

dRy(Qj,k, Qj,k~\> Mj,k-\/2) 

d(Mjik.i/2) 

3(A//,*_1/2) 

m^ (24) 
oXD 
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Fig. 6 Comparison of the pressure coefficient distributions along the 
upper airfoil surface of Shape A (Case 1a) 

Determining the derivatives of the geometric terms 
(Mj±i/2,k±i/2) with respect to the design variables,_XD, depends 
on whether an analytical expression for M=M(XD) exists or 
not. If this exists, then this differentiation is straightforward. 
Otherwise, a finite-difference approximation for d(Mj±in,k±i/ 
2)/dXD with a small step size AXD can be used. In the present 
study, these derivatives are determined analytically. Details of 
Eq. (24) are given by Eleshaky (1992a). 

Finally, the solution of the systems of adjoint variables (Eqs. 
(16) and (17)) is achieved by using a banded matrix solver 
(Martin et al., 1967). This solver stores only the elements within 
the bandwidth of the matrix to economize on the computer 
memory. Then, the matrix is inverted by the Gauss elimination 
method. In the flow prediction method, the solution of the 
system of linear algebraic equations (Eq. (15)) is also achieved 
by this matrix solver. 

Results and Discussion 
The present computations are performed for flows past var

ious airfoils at zero angle of attack. The free-stream Mach 
number is 0.8. The NACA 0012 airfoil is used as the baseline 
configuration for all the test cases. A C-grid with 121 X 33 cells 
is used for the baseline airfoil (a much coarser but represent
ative grid is shown in Fig. 2). The grid is regenerated for various 
airfoils that are formed during the optimization. 

Before illustrating the capability of the present aerodynamic 
design method, it is essential to test the accuracy of the viscous 
flowfield prediction method, which is a key part in this design 
method. Therefore, a test case (Case la) of Fig. 5 is conducted, 
where all but the first two design variables of the upper airfoil 

Fig. 7(a) Mach contours for flows over NACA 0012 airfoil (baseline) 
(Mo. = 0.8, Re = 5.0 x 103, a = 0.0); (6) comparison of computed and pre
dicted Mach contours for the perturbed airfoil shape (Shape A) 

surface are changed by 5 percent. The first two design variables 
are changed by 14 and by 35 percent to achieve the perturbed 
shapes (Shape A and Shape B, respectively) shown in this 
figure. The pressure coefficient (Cp) distributions shown in 
Fig. 6 for Shape A are obtained from three different flowfield 
solutions, where the free-stream Reynolds number based on 
the chord length is given the value of 5000. The first and the 
second flowfield solutions are obtained by solving the viscous 
flow governing equations for the baseline configuration and 
the perturbed airfoil, respectively, where the residual error of 
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Fig. 8 Comparison of the pressure coefficient distributions along the 
upper airfoil surface of Shape B 
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Fig. 9(a) Density contours for flows over NACA 0012 airfoil (baseline) 
(IVL = 0.8, Re = 5.0x 10s, a = 0.0); (b) comparison of computed and pre
dicted density contours for perturbed upper airfoil surface (Shape A) 

these CFD solutions is driven to 10"7. Whereas, the third 
flowfield solution is obtained using the viscous flowfield pre
diction method. These flowfield solutions are shown via the 
Mach contours in Fig. 7. From Figs. 6 and 7, it can be seen 
that the analysis and the predicted results on the perturbed 
surface of the airfoil are almost indistinguishable except for 
slight discrepancies off surface. This may be attributed to the 
relatively large changes (14 percent) in the first two design 
variables. To investigate this reason of discrepancies further, 
the computations are repeated for larger changes in the design 
variables (Shape B). As seen from Fig. 8, the discrepancies 
increase as the changes in the design variables increase. This 
reconfirms the previous findings by the authors (1991b) which 
shows that the accuracy of the prediction result is strongly 
dependent on the magnitude of AXD. 
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Fig. 10 Comparison of the pressure coefficient distribution along the 
upper surface of Shape A (Case 1b) 

Furthermore, to test the accuracy of the viscous flowfield 
prediction method in the presence of shocks, a test case (Case 
lb) is conducted, where the free-stream Reynolds number is 
increased to 0.5 million. The computation is performed using 
Shape A. Similar to Case la, three different flowfield solutions 
are obtained. The first and the second flowfield solutions are 
obtained by driving the residual error of the discretized flow 
governing equations to 10 - 7 for the baseline configuration and 
the perturbed airfoil, respectively. The third flowfield solution 
is extrapolated from the baseline flowfield solution using the 
flow prediction method. These flowfield solutions are shown 
via the density contours in Fig. 9. The comparison between 
the pressure coefficient distributions along the upper surfaces 
is shown in Fig. 10. As seen from Figs. 9 and 10, the analysis 
and the predicted results on the perturbed surface of the airfoil 
are indistinguishable after and before the region where the 
shock and boundary layer interact. The slight discrepancies 
seen off surface may be due to the highly nonlinear phenomena 
associated with the shock-boundary layer interactions. An
other contributor to these discrepancies is possibly the rela
tively large changes (14 percent) in the first two design variables. 
Therefore, during the optimization process the maximum AXD 

for each design variable per flow prediction step is conserv
atively restricted to 2 percent. This is important since an ac
curate prediction of the flow, particularly on the surface, is 
of great importance for a successful shape optimization. 

Now, the aerodynamic shape optimization method is tested 
for two design problems in order to evaluate its efficiency and 
performance at transonic speeds. The free-stream Reynolds 
number in these design problems is given the value of 0.5 
million and both design problems start by the NACA 0012 
airfoil as the initial baseline airfoil. The Mach contours for 
the flow past this baseline airfoil are shown in Fig. 11. In both 
cases, only one surface of the airfoil is shape optimized and 
the immediate vicinity of the leading edge is excluded. There
fore, only 29 points on each surface, rather than all 89 points 
along the entire airfoil, become the design variables. The lower 
and upper bounds of the design variables are taken as - 5 and 
5 degrees, respectively, to maintain an acceptably smooth aero
dynamic shape. Also, the limit for the magnitude of the relative 
slope at the surface grid point adjacent to the T.E. point is 
given the value of 5 degrees. 

The first design problem (Case 2) aims at reshaping the upper 
surface of the baseline airfoil in order to minimize the drag 
coefficient while keeping the lift coefficient greater than an 
arbitrarily assigned CLmin of 0.2. The final shape, as shown in 
Fig. 12(a), is appreciably different from the baseline. The pres-
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sure distribution computed on the redesigned airfoil is also 
given in Fig. 12(a). The suction peak level on the upper surface 
is increased and the pressure gradient downstream of the shock 
is slightly increased. The new design results in an increased 
included angle at the trailing angle. This causes the increase 
in the pressure gradient, which in turn increases the viscous 
drag. On the other hand, the increased suction peak results in 
an increased wave drag, since the upper surface shock is located 

MACH 

ALPHA 

Fig. 11 Mach contours of flows over the NACA0012 airfoil (baseline 
airfoil) 
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Fig. 12(a) Airfoil shape and distribution of surface pressure coefficient 
(Case 2) 

further downstream compared to that of the baseline airfoil, 
as seen in Fig. 12(b). Although, the lower surface shock changes 
in just the opposite manner, this change is much less than that 
of the upper surface shock. Therefore, the total drag is in
creased, as it also is demonstrated by the optimization history 
(Fig. 12(c)). Certainly, the specified CLmin would not have been 
accomplished otherwise. However, the optimum value of CD 
(0.01713) is the minimum value for this specified Cz.min-

The airfoil shape of Case 2 was obtained after 13 optimi
zation iterations, where 178 evaluations of the objective func
tions were needed. Only at the end of each iteration, there was 
a CFD analysis accompanied with the objective function eval
uation for the new shape. This means that 13 CFD analyses 
were performed, whereas the flow prediction was performed 
165 times. Comparing the computational time of a CFD anal
ysis (~ 900 seconds) and a viscous flow prediction (~ 70 sec
onds), it can easily be realized that the aerodynamic 
optimization procedure becomes much more efficient by using 
the viscous flow prediction method. This design problem re-

Fig. 12(b) Mach contours of flows over the optimized airfoil (Case 2) 
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Fig. 12(c) Optimization history of Case 2 (drag minimization) 
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quired about eight hours on the CRAY-YMP computer located 
at Numerical Aerodynamic Simulation Center of NASA. 

The second design problem (Case 3) is the reshaping of the 
lower surface of the baseline airfoil to maximize the lift co
efficient while keeping the drag coefficient less than CDmm of 
0.02. The pressure distribution computed on the redesigned 
airfoil is shown in Fig. 13(a). Similar to Case 2, the total drag 
at the optimum design is increased, but the main reason in this 
case is the increased wave drag due to the location of the lower 
surface shock being further upstream. Also, unlike Case 2, the 
included trailing edge angle is decreased, hence, the pressure 
gradient downstream of the shock is decreased as seen from 
the final design shape in Fig. 13(a). Shown in Fig. 13(b) are 
the Mach contours for the optimized airfoil. By comparing 
Figs. 12(b) and 13(b), it is observed that the upper surface 
shock of Case 2 is located further downstream than that of 
Case 3. 

The optimization history of Case 3 is plotted in Fig. 13(c). 
The optimum CL value is 0.17 51 which corresponds to Q , value 
of 0.01750. Unlike Case 2, the maximum of CL does not cor
respond to the upper limit of CD, instead it corresponds to the 
upper limit of the trailing edge geometric constraint, i.e., rel
ative slope of 5 degrees. The airfoil shape of Case 3 was ob
tained after 9 optimization iterations, which is less than that 
required in Case 2. However, 190 objective function evalua
tions were needed in this case. Only nine CFD analyses were 
performed to compute the objective function, whereas the rest 
of the objective function evaluations were obtained by the flow 
prediction method. Case 3 required about seven hours on the 
CRAY-YMP computer. 

Conclusions 
An aerodynamic shape optimization method based on the 

thin-layer Navier-Stokes equations is developed. This method 
includes a quasi-analytical determination of the objective func
tion gradients and a flow prediction scheme based on the Taylor 
series expansion of an existing CFD solution. This flow pre
diction method requires at least an order of magnitude less 
computational time than a CFD analysis. Therefore, using the 
flow prediction method contributes significantly to the effi
ciency of the method. Furthermore, this shape optimization 
method does not require any prior knowledge of the optimized 

shapes, which may be combined to produce the optimized 
shape. Unlike the inverse design methods, this method does 
not require prescribing any target flow feature, such as a pres
sure distribution. 

The results from the prediction method are successfully com
pared with the CFD analysis results for a transonic flow past 
an airfoil, which includes a shock-boundary-layer interaction. 
The predictions, as expected, start deviating from the CFD 
analysis results, as the increment of the change in the design 
variables is increased. 

The method is demonstrated by optimizing the shapes of 
supercritical transonic airfoils. Starting with the NACA-0012 
airfoil at zero angle of attack as the baseline, first the upper 
surface is reshaped to achieve the minimum drag while ob
taining a specified lift. The second optimization is started from 
the same baseline shape, but this time the lower surface is 
reshaped to achieve the maximum lift while retaining the drag 
below a specified value. The results of these cases indicate that 
the present method can produce successfully optimized aero-

Fig. 13(b) Mach contours of flows over the optimized airfoil (Case 3) 
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dynamic shapes. It should be mentioned here that the present 
computer code is not optimized for the CRAY-YMP computer 
system, and as a result, the CPU times quoted above are rel
atively high. With some improvements in the computer code 
as well as the overall optimization procedure, the CPU time 
has reduced by a factor of 10 (Burgreen et al., 1992). Fur
thermore, it is found that the memory requirements become 
prohibitively high for large 2-D problems and all 3-D problems. 
Therefore, a new aerodynamic sensitivity analysis scheme based 
on domain-decomposition principles has also been developed 
(Eleshaky, 1992a and Eleshaky and Baysal, 1992b) to handle 
these applications. 
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The flow field around surface-mounted, prismatic obstacles with different spanwise 
dimensions was investigated using the crystal violet, oil-film and laser-sheet visu
alization techniques as well as by static pressure measurements. The aim of this 
study is to highlight the fundamental differences between nominally two-dimensional 
and fully three-dimensional obstacle flows. All experiments were performed in a 
fully developed channel flow. The Reynolds number, based on the height of the 
channel, lay between 8 x 104 and 1.2 x JO5. Results show that the middle region 
of the wake is nominally two-dimensional for width-to-height ratios (W/H) greater 
than 6. The separated region in front of wider obstacles is characterized by the 
appearance of a quasi-regular distribution of saddle and nodal points on the forward 
face of the obstacles. These three-dimensional effects are considered to be inherent 
to such separating flows with stagnation. 

1 Introduction 

The study of the flow around surface-mounted, sharp-edged 
obstacles placed in a channel is fundamental to the under
standing of the flow mechanisms for complex two- and three-
dimensional geometries. There exists a considerable amount 
of published data for flows over two-dimensional geometries 
such as ribs and fences. However, there are markedly fewer 
studies in the literature concerned with the flow around three-
dimensional obstacles. Of these, most are limited to the study 
of a single parameter, for example, the reattachment length. 
It is therefore the aim of this study to provide a general de
scription of the flow around three-dimensional obstacles. Based 
on the flow visualization experiments performed for obstacles 
of different aspect ratio (width-to-height), the changes in the 
flow patterns as a function of aspect ratio are discussed qual
itatively. Additionally, large-scale parameters such as the reat
tachment and separation lengths are discussed quantitatively. 

The flow around single, surface-mounted, prismatic obsta
cles submerged in a boundary layer at high Reynolds numbers 
depends on a large number of parameters. Letting fi denote a 
general function describing this flow field, the functional re
lationship to these parameters expressed in terms of non-di
mensional groups is: 

( 8 ur lw W L 

where A = lfJk~//UiHis the free-stream turbulence parameter. 

'Data have been deposited to the JFE Data Bank. To access the file for this 
paper, see instructions on p. 189 of this issue. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
February 28, 1992. Associate Technical Editor: R. L. Panton. 

Assuming that the boundary layer develops over a smooth 
wall, it can be shown that lw, the length scale of the wall 
turbulence, is a direct and simple function of uT. Results of 
studies investigating these flows in terms of the parameters 
HuT/v, H/8 (Good and Joubert, 1968), HUx/v (Castro, 1979), 
8/H (Castro and Robins, 1977) and of the free-stream tur
bulence parameter, A (Vincent, 1977, 1978) demonstrate that 
for a fixed obstacle geometry, these flows are mainly influenced 
by H, 8, A, and uT. 

For the case of an obstacle placed in a fully developed chan
nel flow, the number of parameters influencing the flow field 
is reduced. For this case, the boundary layer thickness is no 
longer relevant. The parameter A varies only to a small degree 
with the Reynolds number and the wall shear velocity (uT) 
changes slightly over a large range of Reynolds numbers 
{uT/Ui varies about 20 percent between Re = 104 and Re = 
105). Since the parameters defining the obstacle geometry are 
held constant, the flow can be considered to depend mainly 
on the parameters h/H and ReH = UBH/v. 

There is little published data on the flow around surface-
mounted obstacles placed in a channel. Hence, the following 
general description of the flow field around surface-mounted, 
prismatic obstacles relies on data from investigations per
formed in boundary layer flows. The shape and form of the 
separation region over and behind the obstacle depends on the 
relative boundary layer thickness, 8/H. Whereas the form of 
the pressure distribution on the front face of a prismatic ob
stacle has been shown, for example, by Good and Joubert 
(1968) and Hunt (1982), to be insensitive to this parameter, 
the location of the separation point upstream of the obstacle 
is strongly dependent on 8/H. The separation point moves 
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closer to the obstacle with decreasing relative boundary-layer 
thickness. The slope of the separation streamline changes, which 
in turn determines the shape of the recirculation "bubble" 
downstream of the leading edge. 

Up to four vortices have been observed to form in the region 
upstream of the wall-obstacle junction. This structure is similar 
to that observed for vertical, wall-mounted cylinders (Baker, 
1980, 1991). These vortices extend over the entire width of the 
obstacle and are deflected downstream at its ends thereby form
ing the well-known horseshoe vortex system. 

The mean flow reattaches on top of the three-dimensional 
obstacles at streamwise lengths much shorter than those of 
two-dimensional obstacles (Schofield and Logan, 1990). More
over, the streamwise length of the obstacle for which reat
tachment occurs has been shown by Castro and Dianat (1984) 
to be a function of b/H. 

The recirculation region on top of the obstacle has been 
observed to consist of a multiple vortex system (see Castro and 
Robins, 1977; Woo et al., 1978) which gives rise to complicated 
surface shear stress patterns as shown by Dianat and Castro 
(1983) and Castro and Dianat (1984). 

The flow around surface-mounted, three-dimensional ob
stacles is characterized by streamwise vortices generated within 
the shear layer. These vortices drastically affect the flow in 
the obstacle's vicinity, acting to reorganize the recirculation 
region and influence the downstream recovery region. As a 
result, the flow field for three-dimensional obstacle flows is 
intrinsically more complex than for the two-dimensional case. 

Based on results obtained mainly from surface flow visu
alization techniques (Hunt et al., 1978; Perry and Hornung, 
1984; and Fairlie, 1984), it has been shown that fluid is ex
changed between the different separation regions formed 
around any three-dimensional obstacle. These regions are at 
the origin of line vortices which are shed into the downstream 
flow. It follows that the separation "bubble" formed around 
any surface-mounted, three-dimensional obstacle cannot be 
closed (Hunt et al., 1978). 

Results from investigations performed by Logan and Lin 
(1982) and Fackrell and Pearce (1981) show that the separation 
length, xR, and the recovery region downstream of the obstacle 
are much shorter for three-dimensional cases than for two-
dimensional ones. This effect is probably due to the fact that 
the flow is mostly around, as opposed to over three-dimen
sional obstacles. 

2 Experimental Apparatus and Techniques 
The flows considered in this paper were investigated by means 

of static pressure measurements, laser light sheet, oil-film and 
crystal violet visualization techniques. The latter visualizations 
were performed in the water channel described by Ziegler 
(1987). A detailed description of this technique can be found 
in Dimaczek et al. (1988). The other experiments were per
formed in an open, blower-type air channel described in La-

rousse et al. (1991). The dimensions of the channel are 390 cm 
X 60 cm x 5 cm (1 x w X h). The leading edge of the 
obstacles was placed 52 channel heights downstream of the 
inlet. The boundary-layer was tripped at the inlet in order to 
obtain fully-developed conditions at least 5 channel heights 
upstream of the front face of the obstacles. 

Pressure taps of 1.0 mm diameters were provided on the 
channel walls and the faces of the obstacles in order to perform 
static pressure measurements. These measurements were con
ducted using commercially available membrane-type pressure 
transducers (HBM) with a measuring range of ±0.01 bar. The 
analogue transducer signal was sampled at frequencies of 100 
Hz to 400 Hz and averaged for periods extending from 2 to 
20 seconds. 

A mixture of kerosene, light transmission oil and carbon 
powder (toner) was used for the oil-film visualizations. The 
results were preserved on black and white film. 

The crystal violet experiments were conducted using a gen
tian violet based indicator solution deposited on fixed pho
tographic paper which also served as a permanent record of 
the results. 

The tracer particles for the laser light sheet visualization 
experiments were obtained using smoke from a commercially 
available fog-generator. The experiments were recorded with 
a video camera. 

3 Experimental Results 
Tests were conducted for Reynolds numbers based on the 

channel height, Re/,, ranging from 80,000 to 115,000. Prismatic 
obstacles with square cross-sections of various widths were 
mounted on the surface of the channel floor. The on-coming 
channel flow was determined to be fully developed (see La-
rousse et al., 1991). 

The effect of the aspect ratio ( W/H) on the flow patterns 
was investigated by performing visualization experiments. A 
cube and a rib spanning the entire width of the channel were 
chosen as representative cases for the fully three-dimensional 
and fully two-dimensional obstacle geometries respectively. 
Other obstacles with aspect ratios ranging between these were 
also investigated in order to study the transition between these 
two flow regimes. The geometric parameters for the different 
cases are summarized in Table 1. The geometry studied and 
the nomenclature used are summarized in Fig. 1. 

The flow pattern for the two-dimensional rib obtained with 
the oil-film technique is shown in Fig. 2. With the exception 
of the corner effects due to the channel walls, the flow behind 
the obstacle is uniform. In this figure, line A corresponds to 
a clearly defined separation line upstream of the obstacle, while 
line R corresponds to the reattachment line. 

On the front face of the obstacle, as can been from the 
crystal violet visualization results shown in Fig. 3, there is a 
series of alternating saddle and nodal points. This pattern can 
also be observed on the channel floor in the recirculation region 

Nomenclature 

B = blockage ratio (= W-H/ 
w-h) 

CP = (P - PMm)/VipU2
u pres

sure coefficient 
ACP = total pressure loss due to 

the obstacle 
h,w,l = channel height, width and 

length 
H,L,W = obstacle height, stream-

wise length, cross-stream 
width 

W/H = obstacle aspect ratio 

kf 

Re, 

ReH 

u,v,w 
Ux 

uB 
« r 

= free-stream turbulence ki
netic energy 

= UBh/v, Reynolds number 
based on the channel 
height 

= UiH/p, Reynolds number 
based on the obstacle 
height 

= velocity components 
= characteristic velocity 
= channel bulk velocity 
= \Jrw/p, wall shear veloc

ity 

x,y,z 

a 
8 

If 

L 

A 

P 
V 

streamwise, vertical and 
cross-stream coordinates 
angle of attack 
boundary layer thickness 
free-stream turbulent 
length scale 
length scale of the wall 
turbulence 
IfJkf/UiH, free stream 
turbulence parameter 
fluid density 
fluid kinematic viscosity 
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Fig. 5 Model of the flow on the upwind face of an obstacle

Fig.4 laser·sheet visualization 01 the flow over a two·dlmensional rib
(plane ylH = 0.16)

X.U

•

Z,W

XF

Table 1 Summary of the obstacle geometries
H W H W

(em) H/h (em) W/H H/W (em) H/h (em) W/H ll/W
2.50 0.50 2.50 1.00 1.000 2.50 0.50 25.0 10.0 0.100
2.50 0.50 5.00 2.00 0.500 2.50 0.50 35.0 14.0 0.071
2.50 0.50 10.0 4.00 0.250 2.50 0.50 50.0 20.0 0.050
2.50 0.50 12.5 5.00 0.200 2.50 0.50 55.0 22.0 0.045
2.50 0.50 15.0 6.00 0.167 2.50 0.50 60.0 24.0 0.041
2.50 0.50 20.0 8.00 0.125

y.V

Fig. 1 Sketch of the obstacle geometry in a channel flow

Fig. 2 Oil·film visualization results for a two·dimensional rib (Re.
= 10')

pMI('tn on ~he rront fat£': node

-I- + -1-+++-:+ -:-:--l-:!. +~.addl

Fig. 3 Crystal violet results for a two·dlmensional rib showing saddle
and nodal poinls (Re. = 10')

upstream of the obstacle. The location of these has been shown
by Theisinger (1990) to be insensitive to small irregularities in
the obstacle geometry. Further experiments performed using
a laser light sheet technique show that the flow impinging on
the front face of the obstacle does not preserve a two-dimen
sional character. Instead, the flow field develops a cellular
structure, as can be seen in Fig. 4, which can still be recognized
in the flow over the obstacle downstream of the leading edge.
These three-dimensional structures suggest that the flow does
not uniformly pass over the obstacle, but rather that this proc
ess occurs along preferred paths as is shown schematically in
Fig. 5. Although highly idealized, this representation of the
flow field is consistent with the observed surface patterns.

The results of the oil-film visualization for the flow around
the cube are shown in Fig. 6(a) and Fig. 6(b). In these two
figures, line A corresponds to the primary, upstream separation
line and line B corresponds to the approximate time-averaged
location of the center of the horseshoe vortex. Line C indicates
a secondary recirculation at the front base of the cube.

As discussed by Larousse et al. (1991) and Devenport and
Simpson (1990), the flow in the region between lines A and B
is unstable and it is postulated that the fluid here is intermit
tently convected down to line B. The flow pattern seen adjacent
to line B in Fig. 6 (b) suggests however, a separation saddle
point. This observation would only be topologically consistent
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Fig.7(a)

Flg.6(a)

Fig.6{b)

Fig.6 Oil·film visualization results upstream of a surface·mounted cube

if there were an additional reattachment node between lines
A and B along the axis of symmetry. Such a node could not
be observed in these visualization results. However, this pattern
may be explained in one of two ways. First, the separation
between the suspected reattachment node and the saddle point
is smaller than can be resolved by either visualization tech
nique. Such a flow pattern corresponds to that suggested by
Hunt et ai. (1978) and Baker (1980). A second possibility is,
as suggested by Devenport and Simpson (1990) who also ob
served a similar pattern, that this pattern is due to an abrupt
change in the magnitude of the shear stress along line B. It
therefore does not correspond to a saddle point and the reverse
flow adjacent to the channel floor is convected back to line
A. A similar conclusion has been drawn by Eckerle and Awad
(1991) based on time-averaged velocity measurements of the
flow around a surface-mounted cylinder. It should be noted,
however, that this interpretation is topologically inconsistent,
since it violates Euler's criterium (see Hunt et aI., 1978).

Pictures of the flow patterns in this region obtained from
laser light sheet visualization experiments show that: In one
mode, a jet adjacent to the wall can be observed (see Fig. 7 (a»
which rolls up to form a series of vortices as is seen in Fig.
7(b». Hence, it is postulated that the vortex structure sug
gested by Baker (1980) represents one of the two possible modes
in this region. It follows that the two 'separation' lines observed
in the oil-film visualization experiments correspond to the ex
tent of the separation zone of one of the two modes, respec
tively. This latter explanation prompted the flow pattern
proposed here in Fig. 8.

The point marked D' designates the location of a doublet
which can be interpreted as a system consisting a free node,
a reattachment and a separation half-saddle. The two half
saddle points are separated by a distance, E, which has a time
averaged value of zero. Hence, the flow upstream of this point

88/ Vol. 115, MARCH 1993

Flg.7(b)

Fig. 7 Laser·sheet visualization of the flow in front of a cube (plane
zlH = 0)

_____--'~=;:::;]~~~-4s·
s' N .,. 0' S' N

Fig. 8 Schematic representation of the mean·streamllne model up·
stream of a cube In the zlH = 0 plane

seems to originate from a node and the downstream flow
pattern resembles that associated with a saddle point. This
flow pattern is topologically consistent for both flow states as
well as for the time-averaged flow.

The results of surface pressure measurements performed
upstream of the cube are shown in Fig. 9. The local pressure
minimum is located along the line B in Fig. 6. The position
of the local pressure maximum corresponds to a location up
stream of the line B. The separation between these two points
corresponds to the maximum extent of E.

During the period in which the four-vortex structure exists,
the location of the pressure maximum corresponds to that of
the local stagnation point which causes the local increase of
the surface pressure. Since the relaxation time of the pressure
field is greater than that of the velocity field, the imprint left
on the pressure field is preserved long enough such that it can
be measured in terms of a local increase of the time-averaged
surface pressure.

Directly downstream of the leading edge on the side of the
cube there is a corner vortex located at the junction of the
channel floor and cube in addition to the horseshoe vortex,
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Fig.12 An overview of oil·film visualization results for selected obsta·
cles

...

slowly as fluid is gradually entrained from the surrounding
flow. This flow pattern was observed for obstacles with aspect
ratios of up to W/H = 4. The main features of the flow around
small aspect ratio obstacles are summarized in schematic form
in Fig. II. This model was constructed with the aid of the
results from the oil-film visualization experiments and those
obtained from a detailed investigation of the velocity field
around a cube (see Larousse et al., 1991).

An €lverview of the visualization results for selected ge
ometries is shown in Fig. 12. Upstream of the obstacle, both
the distance between lines A and B as well as the curvature of
the separation line A decrease with increasing aspect ratio. For
very large aspect ratios, only a single line of pigment accu
mulation can be recognized.

As reported by Devenport and Simpson (1990) and Larousse
et al. (1991), the flow in the region between lines A and B is
unsteady. Velocity measurements made by the latter authors
and by Theisinger (1990) could not locate the characteristic
velocity probability distribution associated with the bimodal
type instability for obstacles with aspect ratios greater than
10.

A clearly defined stagnation point can be seen on the front
face of the obstacles with small aspect ratios. For aspect ratios
greater than 10, an array of alternating saddle and node points
similar to those for the two-dimensional rib (see Fig. 3) can
be observed both on the front face and on the channel floor
in the separated flow region.

The maximum and minimum pressures measured on the
. front and back of the obstacles, respectively, are lower for the
three-dimensional cases than for the two-dimensional ones.
The flow acceleration over the cube is weaker than over the
rib which is consistent with this observation. Whereas the pres
sure recovery occurs rather quickly for small aspect ratios (see
Fig. 13), the recovery region for the velocity field is significantly
longer. Flow visualizations on the channel floor show signif
icant mean cross-stream velocity components behind the cube
for at least 20 heights downstream. The measured pressure
coefficients shown in Fig. 10 clearly indicate the position of
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Fig.11 Schematic representation of the flow around a surface·mounted
cube

x/H

9 Cp versus x/H along z/H = 0 in the region upstream of the cube
= 105

). Uncertainty estimate on positioning, Ax = ±0.5 mm, Ax/H
±0.02 and on pressure coefficient, ACp = ±0.02

the imprint of which can be seen as local minima along the
line for x/H = 0.5 in Fig. 10. From the visualizations, it was
possible to determine that this vortex extends up the side along
the lateral face of the cube and that it is fed along the floor
body junction by the corner vortex situated aft of the obstacle.

In Fig. 6 (a), two corner vortices can be clearly seen behind
the cube. The flow patterns observed on the leeward face of
the obstacles suggest that the extension of these vortices join
at the symmetry plane (z/H = 0) to form a closed arch behind
the obstacle as suggested by Hunt et al. (1978).

The line D in Fig. 6 (a) corresponds to the outer limits of
the cube wake. The distance between the two ends of this line
decreases up to approximately the reattachment point and then
increases again. It is hereby postulated that directly behind the
cube, the recirculation vortex entrains the surrounding fluid
towards the axis of symmetry. After the reattachment point,
the initially rapid expansion of the wake is due to the increase
of the mass flux in the wake close to the channel floor as the
shear layer reattaches and is subsequently entrained by the
horseshoe vortex. Further downstream, the wake grows more

Journal of Fluids Engineering MARCH 1993, Vol. 115 I 89

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



BBBBfl W/H = 1 
« - » " W / H = 2 
OAOS-0 W/H = 4 
ftfriWr* W/H : 

W/H = 10 
xx**xW/H = 14 

W/H = 20 
*****W/H = 24 

8 10 

x/H 
18 

Fig. 13 Cp versus x/H along z/H = 0 for the flow around obstacles of 
varying W/H (Re,, = 105). Uncertainty estimate on positioning, Ax = 
±0.2 mm, Ax/H = ±0.008 and on pressure coefficient, ACP = ±0.02. 

the horseshoe vortex on the side of the obstacle (local minima 
for the curve x/H = -0.06) and the influence of the two 
corner vortices in the recirculating region (local minima for 
the curves x/H = 1.06 and 1.46). 

For small aspect ratios, the visualization experiments show 
that the cross-channel velocity component, w, is non-zero in 
the wake. Pressure measurements indicate that the cross-chan
nel pressure gradients in the wake are not negligible (see Fig. 
10). The strongly three-dimensional nature of the wake is at
tributed to the influence of the streamwise oriented vorticity 
of the two ends of the horseshoe vortex. The relative separation 
of the two ends of the horseshoe vortex increases with the 
aspect ratio and there is a region of negligible w velocity about 
the z/H = 0 plane. The curvature of the reattachment line 
(marked R in Fig. 12) about the axis of symmetry is small for 
obstacles with aspect ratios greater than 6. 

In the recirculation region, the orientation of the major axes 
and the location of the corner vortices change as a function 
of the aspect ratio. For small aspect ratios, the major axes of 
the elliptically shaped vortices are oriented away from the 
symmetry axis. For larger aspect ratios, these are oriented 
almost parallel to the obstacles. These changes are attributed 
to the effect of the pressure trough at the plane of symmetry 
which is stronger for longer obstacles. 

The normalized leeward reattachment length (XR/H) and 
windward separation length (XF/H) are plotted as a function 
of the aspect ratio in Fig. 14. These show that on the back 
side of the obstacle, the reattachment length increases linearly 
with the obstacle width, W, up to about W/H ~ 4 and asymp
totically approaches an end value of about 7.2. The location 
of the forward separation points appears to increase with 
W until W/H « 6 and then decreases slightly to a value of 
XF/H » 1.3. However, because the effects of the blockage 
ratio, B, have not been explicitly investigated, it is difficult to 
draw further conclusions. 

In all of the visualizations (see Figs. 2, 6, 12), except for the 
two-dimensional rib, the line A coincides with an accumulation 
of pigment associated with the presence of the separation zone 

H -
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Fackrell and Pearce (1981) 
aaoaa oil-film 
AAAAA crystal violet 

xF/H 
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0 5 10 15 20 25 
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Fig. 14 Length of the upstream separation, XF/H, and downstream reat
tachment, X„/H, lengths as a function of W/H (Reh = 10E). Uncertainty 
estimate on crystal violet, AXF = ±15 percent (W/H < 10) and on oil-
film, ±5 percent; AXF = ± 60 percent (W/H > 14) and on oil-film ±7 
percent; AX„ = ±3.5 percent and on oil-film ±5 percent 

upstream of the obstacles. The pigment is transported to the 
sides by the deflected flow which extends this line around the 
forward corner of the obstacle. 

Along the line D, which appears to be an extension of line 
B, there is a strong streamwise velocity component which rap
idly transports pigment downstream leaving behind this white 
line. Line D effectively separates the wake from the flow to 
its sides. The flow in the wake is being convected away from 
the plane z = 0, while on the other side of this white line, the 
flow is predominantly in the streamwise direction. The change 
in the w velocity component occurs abruptly along this line. 

4 Discussion 
On the back and top sides of the obstacles, the appearance 

of a nominally two-dimensional region about the plane of 
symmetry can be recognized as soon as W/H ~ 6. The flow 
aft of the obstacle with small aspect ratio is dominated by the 
interaction of the horseshoe vortex with the recirculation vortex 
and the reattaching shear layer. For larger aspect ratios, the 
effect of the horseshoe vortex is predominantly observed along 
the edges of the wake. The inner portion of the wake is char
acterized by a small w velocity component and can be consid
ered two-dimensional. 

On the front of the obstacles, the appearance of a nominally 
two-dimensional region is characterized by a weak cross-chan
nel velocity component, w, as well as with the appearance of 
an alternating saddle-nodal point arrangement typically found 
for the "2-D" rib on the front face of the obstacle. A two-
dimensional region upstream of the separation line can be 
observed for W/H greater than 10. 

The fact that the saddle-node array on the front-side of the 
obstacle appears at roughly the same aspect ratio for which 
the region of unsteady flow (located between the lines A and 
B in Fig. 12) can no longer be identified suggests that these 
two events are related. The evolution of the forward separating 
length, XF/H, is consistent with this premise. For obstacles 
with a small aspect ratio, the on-coming flow is mostly de
flected to the sides. For these small obstacles, the relative 
amount of fluid deflected increases proportionally with W/H. 
The size of the separation region, must, therefore, also in
crease. However, for larger obstacles, fluid accumulates in the 
recirculation region faster than it can flow around the sides. 
Hence, the fluid is increasingly forced over the obstacle. This 
mechanism explains the initial increase of Xp/H for small 
W/H and its near constant value for larger aspect ratios. 

The process by which fluid is removed from the front of the 
obstacles is not uniform. As discussed in Simpson and 
Devenport (1990) and Larousse et al. (1991), the flow in the 
region between lines A and B is unsteady and oscillates between 
two preferred states. In one state, the recirculating region up
stream of the obstacle is larger than that in the other, implying 
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Fig. 15 Total pressure loss coefficient as a function of the blockage 
ratio, S = WH/wh(Reh = 105). Uncertainty estimate on pressure coef
ficient, ACP = ±5 percent for W/H = 1, based on 25 point curve and 
AC„ = ± 9 percent for W/H > 2 based on 6 point curve. 

that the mass flux to the sides of the obstacle is irregular. This 
mechanism is considered to be typical for three-dimensional 
flows around obstacles with small aspect ratios. 

As the aspect ratio increases, proportionally less fluid is 
channeled along the sides of the obstacles and correspondingly 
more must flow over the top. As this occurs, a distinct, quasi-
equidistant array of alternating node and saddle points be
comes evident. These suggest that the flow over the obstacle 
follows preferred paths and that this feature is an inherent 
characteristic of separating flows with stagnation for large 
aspect ratios. It follows then that the flow is always locally 
three-dimensional even in the case of the two-dimensional rib. 

In view of this interpretation, it is to be expected that the 
blockage ratio is an important parameter in determining the 
total pressure loss in the channel. As can be seen in Fig. 15, 
the total pressure loss due to the obstacle, expressed as a loss 
coefficient, ACP, is related to the blockage ratio, B, by the 
expression: 

AC„ 
1 

{\-BY 
1 

which is obtained by assuming that the entire gain in kinetic 
energy at the obstacle plane is dissipated downstream. The 
expression for the average gain in kinetic energy was derived 
from the Bernoulli and continuity equations. In order to ex
perimentally determine ACP, the pressure difference between 
two locations, one far upstream and the other far downstream 
of the obstacle, was measured. The pressure difference between 
the same two locations was then measured for the same Reyn
olds number with the obstacle removed. The difference be
tween these two values represents the loss due to the presence 
of the obstacle and, when normalized with VipU2

B, yields ACP. 
For three-dimensional flows, there is typically an additional 

thin separation region in front of the horseshoe vortex adjacent 
to the wall where strong, adverse pressure gradients dominate. 
The presence of a free-stream stagnation saddle point in this 
region, which can be seen in Fig. 8, indicates that this region 
is not a part of the horseshoe vortex and that no vortex is 
present in this region in this plane. This view subscribes to 
those offered by Eckerle and Awad (1991) as well as Devenport 
and Simpson (1990). 

5 Conclusions 
The flow around obstacles of different aspect ratios (W/ 

H) was investigated. It has been shown that a nominally two-
dimensional region exists behind the obstacle for W/H > 6 
and upstream of the recirculation region in front of the ob
stacles for W/H > 10. Typically for such obstacles, the re
circulation region on the upstream side is inherently three-
dimensional. It is characterized by the appearance of a nearly 
equally spaced array of alternating saddle and node points on 

the front face of the obstacles. This observation suggests that 
for large aspect ratios, the flow in the recirculation area up
stream of the obstacle develops a cellular structure and passes 
over the obstacle along preferred paths. 

For obstacles of small aspect ratio, the separation region 
upstream of the obstacles is characterized as alternating be
tween two states. In one mode, high-inertia fluid is deflected 
on the front face of the obstacle back upstream in a jet adjacent 
to the wall. This fluid moves against the pressure gradient. As 
the fluid loses energy, it rolls up to form a system of up to 
four vortices. This structure characterizes the second mode. 
This mechanism helps reconcile the seemingly divergent results 
obtained by Baker (1980,1991) with those by Eckerle and Awad 
(1991). 

Pressure measurements and visualization results indicate that 
the recovery length behind a three dimensional obstacle is 
shorter than in the case of a two-dimensional flow. The in
teraction of the horseshoe vortex with the corner vortex behind 
the cube and with the impinging mixing-layer in the wake 
dominates the flow structure for obstacle with small aspect 
ratios (W/H < 4). It has also been shown that the total 
pressure loss is a function of the blockage ratio. 

As the aspect ratio increases, the two ends of the horseshoe 
vortex are farther apart and have a smaller influence on the 
middle region of the wake. For larger aspect ratios, the w 
velocity component and the pressure gradient in the cross-
channel direction in the middle of the wake are negligible. This 
region can therefore be treated as nominally two-dimensional. 

JFE Data Bank Contributions 
The experimental data obtained for the cube obstacle have 

been added to the Journal of Fluids Engineering Data Bank. 
These data include the three components of the mean velocity 
and all Reynolds stress components at numerous upstream and 
downstream positions. To access the file for this paper, see 
instructions on page 189 of this issue. 
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A Comparison of the Linear and 
Nonlinear k — e Turbulence 
Models in Combustors 

In swirling turbulent flows, the structure of turbulence is nonhomogeneous and 
anisotropic and it has been observed that the assumptions leading to the formulation 
of the k-e model, which is used very often in many engineering applications, are 
inadequate for highly swirling flows. Furthermore, even with the various modifi
cations made to the k-e model, it is still not capable of describing secondary flows 
in noncircular ducts and it cannot predict non-zero normal-Reynolds-stress differ
ences. Recently Speziale (1987) has developed a nonlinar k-e model, which extends 
the range of validity of the standard k-e model while maintaining most of the 
interesting features of the k-e model; for example, the ease of application in existing 
Computational Fluid Dynamics (CFD) codes. In this work, we will use the nonlinear 
k-e closure to model the turbulence in combustors. The particular combustor ge
ometries selected for this study are (i) the flow in a round pipe entering an expansion 
into another coaxial round pipe, and (ii) the flow in two confined co-axial swirling 
jets. The results show that there are no significant differnces in the performance of 
the two models. It is speculated that the inlet conditions for k and e may play as 
crucial a role in achieving predicted accuracy as turbulence modeling details. Also 
it is possible that weaknesses in the performance of the modeled equations for k 
and e may have masked differences in the two models. 

1 Introduction 
Advanced combustion technologies are being developed with 

the intent of achieving higher overall system efficiencies and 
reduced environmental loading of air, water, and solid pol
lutants. Further developments may tend toward systems com
bining a pressurized, high-intensity combustor with some 
combination of gas and steam turbines to optimize the cycle 
efficiency and to minimize pollutant formation. 

For these high-intensity combustors, swirl has been com
monly used to improve the flame stability and to produce 
higher rates of entrainment of the ambient fluid and fast mix
ing. Traditionally, designers have relied heavily on experiments 
to produce empirical formulas and correlations. One obvious 
difficulty with this approach is that, in general, changing the 
experiment or some of the conditions, such as geometry, inlet 
conditions, etc., may change the outcome and hence produce 
different correlations. The traditional approach is now being 
supplemented with theoretical and computational modeling 
techniques, which provide the designer with the predictive ca
pability and the freedom to change and choose many of the 
conditions leading to a better design of combustors with higher 
efficiency, optimum geometry, less pollution, etc. 

Fluid dynamics plays an important role in all practical com-

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENOINEERING. Manuscript received by the Fluids Engineering Division 
September 30, 1991. Associate Technical Editor: C. J. Freitas. 

bustion systems. The computation of turbulent flows has been 
a problem of major concern for nearly a century. In spite of 
all the recent advances in computer technology, turbulent flows 
cannot at present be calculated with an exact method. The 
exact equations describing the turbulent motion are believed 
to be the Navier-Stokes equations and numerical procedures 
are available to solve these equations. However, the storage 
capacity and the speed of modern computers are not yet suf
ficient to allow a solution for any practically relevant flow. 
An alternate approach is to use averaged equations over a time 
scale that describe the mean motion. 

In swirling turbulent flows, the structure of turbulence is 
nonhomogeneous and anisotropic. It has been suggested that 
the assumptions leading to the formulation of the k-e model 
are inadequate for the modeling of turbulence in highly swirling 
flows (Sloan et al., 1986). An alternative approach is to reduce 
the partial differential equations for the Reynolds stresses into 
algebraic forms where the combined convection and diffusion 
terms of Reynolds stress transport equation are related to the 
kinetic energy of turbulence, rate of production, and dissi
pation (Rodi, 1976). Using this approach, i.e., the algebraic 
stress models (ASM), the solution procedure may be simplified, 
but accuracy of the solution is still questionable due to both 
the assumptions and lack of transport of the stresses. 

In general, a shortcoming of the linear models is their in
accuracy for the types of turbulent flows where the normal 
Reynolds stress differences play an important role (e.g., sec-

Journal of Fluids Engineering MARCH 1993, Vol. 115/93 

Copyright © 1993 by ASME
Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ondary flows in a non-circular duct or separated flows). How
ever, one of the advantages of, say, k-e model is that it reduces 
to the mixing length theory for thin shear flows that can, in 
general, describe many turbulent boundary layer flows with 
no separation (Launder and Spalding, 1974). 

Recently, Speziale (1987) has developed a nonlinear k-e 
model1 that extends the range of validity of the standard k-e 
model (e.g., secondary flows or separated flows) while main
taining most of the interesting features of the k-e model (e.g., 
the mixture length theory for thin shear flows and the ease of 
application in existing CFD codes). Speziale and Ngo (1988) 
used this model to study the flow past a backward-facing step. 
Later Hur et al. (1990) studied the fully developed turbulent 
flow of a viscous fluid in curved ducts using the nonlinear k-
/ model. The effect of mesh refinement on the computed results 
in the case of flow past a backward-facing step using the 
nonlinear k-e model was studied by Thangan and Hur (1991). 
This nonlinear model will be used in this study to describe the 
flow field in two combustor geometries and comparisons will 
be made with the standard k-e model. 

2 The Governing Equations and the Nonlinear k-£ 
Model 

The governing equations for the flow of an incompressible 
Newtonian fluid are the Reynolds equation and the conser
vation of mass, which are of the general form 

p ( ^ + (grad v)v - g r a d p + /xV2v + div f, (1) 

divv = 0, (2) 

where v is the mean velocity field, p the mean pressure field, 
p the density of the fluid, n the dynamic viscosity of the fluid, 
and T the Reynolds stress tensor whose components, in a 
cartesian coordinate system, are given by 

Tjj=-pUjU], (3) 

where u is the fluctuating part of the velocity field. In many 
engineering problems, the closure is achieved via the k-e model 
of turbulence. Recently, Speziale (1987) has derived a nonlinear 

This model has the basic structure of the stress tensor of a Rivlin-Ericksen 
fluid of third grade. Actually, Rivlin (1957) suggested that the turbulent flow 
of a Newtonian fluid may, for certain purposes, be assumed as the flow of a 
non-Newtonian fluid. 

model, based on principles of continuum mechanics,2 in which 
the standard k-e model constitutes the linear portion of it. He 
showed that the Reynolds stress tensor f is related to the mean 
field quantities via 

(4) 

- - pkl+ IpCp — D + ACDC\p -j 

.+4CEClp^ 

k=-~(trf), 
2p 

D2-l-(trD1)T 

S-j (trS)I 

- 1 T 

D = ~ [(grad v) + (grad v)'], 

(5) 

(6) 

and D is the frame-indifferent Oldroyd derivative of D, given 
by 

~ 3D _ _ r 
Z> = — + (grad Z>)v-Z)(grad v) -(grad \)D. (7) 

at 

It should be noted that the first two terms in Eq. (4) cor
respond to the k-e model, and CD and CE are two new universal 
constants that would have to be determined. Speziale (1987) 
used the experimental data of Laufer (1951) to evaluate these 
two new constants, which are 

C f l = CB= 1.68. (8) 

Speziale and Ngo (1988) indicated that, as a result of the 
Oldroyd derivative term D and the quadratic terms in D, "this 
nonlinear k-e model is able to describe turbulent memory ef
fects and yields much more accurate predictions for the normal 
Reynolds stresses in turbulent channel flow." 

For an axisymmetric two-dimensional cylindrical geometry 
the flow field is given by 

v=v(r,x)er+w(r,x)ee + u(r,x)ex, (9) 

where the components of the velocities are denoted in this 
manner so as to make the comparison with existing published 
work easier. For the present problem, D in the cylindrical 
system becomes 

In particular, Speziale (1987) used the following: (i) general coordinate and 
dimensional invariance, (ii) realizability, (iii) material frame-indifference. 

Nomenclature 

Cei, Ce2, C^, ae = turbulence model constants in the k-e 
model 

CD, CE = turbulence model constants in the non
linear k-e model 

D = chamber diameter 
D = rate of stretching tensor 
D = the Oldroyd derivative of D 
d = nozzle diameter 
E = constant 

e„ e6) ez = unit vector in r, 6, x direction 
G = volumetric rate of generation of k 
I = idemfactor 
k = kinetic energy of turbulence 

R, = radius of inner tube 
R0 = radius of outer tube 
S* = source term 
f = Reynolds stress tensor 
f = nonlinear portion of Reynolds stress ten-

(U,)m = 

u0 = 
, v, w = 

V = 

v+ = 
x,r,d = 

Y+ = 
a = 

a\ = 
CUT = 

r, = 
e = 
K = 

I = 
/* = 
P = 
0 = 
* = 

bulk average velocity of inner jet 
reference velocity 
time mean velocity (in x, r, 8 direction) 
total tangential velocity 
dimensionless total tangential velocity 
axial, radial, azimuthal cylindrical polar 
coordinates 
dimensionless distance 
side-wall angle 
length scale factor at the inlet 
turbulence intensity factor at inlet 
exchange coefficients 
turbulence energy dissipation rate 
constant 
turbulence length scale 
effective viscosity 
time-mean density 
swirl vane angle 
flow quantities, u, v, w, k, e 
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(D) 

dv 
dr 

3 lw\ 1 dv 
2\rd~r\r~)+~r~ 

\ K: 1 fdu dv 

dr dx 

l / 3 (w 

2 ^ 7 

Idv 
' r dd 

1 dw v 

~r~de+~r 

1 /dw 1 a« 
2\dx+~r 30 

i/3« a 
2\ar + ax, ; ) \ 

2 \ 3 * + r 30 

du_ 
dx 

(10) 

If we set 

Ai = 4 C f l C > - ? , 

A 2 s 4 C £ C > : 

(11) 

(12) 

37 
~ dDex 1 a w a a \ w „ 

dr r dd dx 

then the nonlinear portion 7y of T-,j in Eq. (4) can be expressed 
in 3-D cylindrical polar coordinates 

frr = | i (2D2
rr-D

2
ee-D

2
xx + D2

e + D2
rx-2D2

dx) 

+ ̂ [2Drr-{Dee + Dxx)], (13) 

Tm = j (-D2
rl. + 2D2

eg-Dxx + D2
e + D2

ex-2D2
x) 

dw / 1 dw v\ „ 3vv „ 

a« ^ 1 a« „ du „ 
ar /• 30 a^ 

(23) 

^ aA* /5 =—— + 
AX dt + 

a w a a 
ya7+7al+ "ax A j A: 

a« a« „ 1 aw „ „.. ^ 
dr r de dr 

dv „ / 1 3u w\ „ dv „ 
(24) 

+ y [ 2 D M - ( A , + D„)], (14) 

f« = y ( -A^A i ^A^+AUAL^A^ ) 

A2 + jl2Dxx-(Drr + Dee)], (15) 

frt = A, ( A r A » + A 0 A 0 + DrxDex) + A2Dr0, 

fex = A, ( A » A * + DeeDex + D6xDxx) + A2Dex, 

frx = A, (A*Ar + A*A» + AxA*) + AiPrx, 

and the expressions for A y are given by 

- dD„ ( d w d 3 \ 
Drr = ̂ f + [V — + - —+U—)Drr 

dt \ dr r dd dx 

(16) 

(17) 

(18) 

The nonlinear parts of the stress tensors are considered as the 
source terms in the original code. Therefore, these terms are 
added at appropriate parts of the code. 

The governing equations of motion, 1 and 2, using Eqs. (4) 
and (9) can be put in a general conservation law of the form 

| - (pV) + divfovfl = divOVgrad +) + S*. (25) 
at 

where \j/ represents any of the following quantities: u, v, w, 
turbulent kinetic energy k, and turbulent dissipation rate e, T^, 
is the corresponding exchange coefficients, and S* is the source 
term. The appropriate equations for these variables for a k-e 
turbulence model are given in Lilley and Rhode (1982): 

ri 1 /) 

— (pu)+-— (pr) =0 , 
dx r dr 

(26) 

w 
-2-Dr6-2 

r 

dv „ / 1 dv w\ dv 

_ dDee I 3 w 3 3 \ _, , . w 
^ = -^+(vTr + - ¥ e + u-)Dee + 2-D. 

-2 
dw 

~dr 
A» + [-— + -\Dee + 

r de r 

dw 
a* A 

A 
dDxx (d w a a . _ 

=—— + y — + +u— A 
dt \ dr r de dx 

, (19) 

, (20) 

1 

r 
9 , 2 , 9 , , d ( ou\ d ( du\ 

dx {pUr)+Jr 0>™»-to\? YxJ-d-r^Tr) 

dx 

1 

r 

d , , d , 2, 9 / du\ a / dvY 
yx(P^v)+-{pvr)--[r,-j--i[r,-j 

dp pw2 2/*v 
dr r r2 

1 

r 
" a , , a , , a / dw\ a / 3w\~ 

. du n 1 3w „ 3« _ 

_ aA« d w d a \ „ w< 
A» = ̂ r + f T - + - T T + « — A« + - (Drr-Dee) 

dt \ dr r de dx r 

(21) 

9f „ / 1 9y w\ 3y „ 
TrD-+[-rTe-7)D-+YxD-

dw / 1 3 w » \ „ 3w „ 
3r \ r 36 r / 3x 

(28) 

- ^ - ^ M + S ' . (29) 
r r dr 

9 . , . 9 , , x d I n dk\ d ( ti dk 
— (Purk)+- (pvrk)- — [r ^ — - • - r - — 
3x 3r 3 x \ ff^ 3x/ 3r\ crt 3/-

(22) 

— (pw/-€)+— (pwe)-
3x 3r dx\ a, dx 

= G-CDpe, (30) 

3 / n de 

dr\ ae dr 

= (CleG-C2pe2)/k, (31) 
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where fi is the effective viscosity, which is composed of laminar 
(/*,) and turbulent (/*,) parts and defined by 

fi = H,+ \t,j=Cllpk /e + fii. (32) 

The values for the empirical constants are CM = 0.09, Ct = 
1.44, C2 = 1.92, o> = 1.00 and ae = 1.30, which are quoted 
in Lilley and Rhode (1982). 

The terms 5"', S", Sw are parts of V • T, and are defined 
by 

dx 

Sw = 0. 

ld_ 

r dr 

" a ? ' + r dr 

rp. 

rp 

3y 

dx 

dv 

dr 
(33) 

The other parts of these terms are expressed in diffusion-
term format and appear on the left-hand side of the governing 
equations. 

The term G is the volumetric rate of generation of k and 
for Newtonian fluids 

dtii 
G = 7 ^ 

= 2p DUDU- D2 

For the linear k-e model of incompressible fluids (Du 
G becomes 

(34) 

= 0), 

////// /J ///////// 

'< = $B-

Control cell 
volume for P 

(a) 

Fig. 1 Boundary conditions at solid walls, (a) Wall Rvalue prescription 
for northern wall, (b) Wall Rvalue prescription for western wall. 

G = 2p[DjjDjj] 

=/* 
du dv 

dr dx 

+ irl(Z)]\(% (35) 
dr\r. 

For the nonlinear k-e model, we write 

( Tjj ) total = ( Tjj ) Hnear + ( 3/y ) nonlinear = (Tjj)i+ Tjj, (36) 

where 7y is the nonlinear portion of T-,j, and is given by Eqs. 
(13) through (18). 

The governing equations for the nonlinear k-e model are the 
same as Eqs. (26) through (35), except the terms S", S", S", 
and G are replaced by 

(37) 
SV = S! + SV, 
Sw = Sf + Sw, 
G = G,+ G, 

where S", S", Sf, and G, are linear parts of the quantities and 
given by Eqs. (33) and (35); the nonlinear parts are defined 
by 

S" = [V-fL = f (fxx)+-~ (rfrx), dx r dr 

§"=[V-f]r^(Txr)+-^-(rfrr)-~^, 
dx r dr r 

Sw=[V-f]e = ̂ - (fxe)+-2^- (r2fre), dx r dr 

°-*"-*-(s)+'-(S)+'-C 

(38) 

+ Trl 
d (w 

"JrVr 
* /dw\ , (du dv 

+ HYx)+TA-d-r+Yx 

These nonlinear parts are simply added to the source terms of 
the linear k-e model governing equations. 

2.1 Wall Functions. The effect of swirl on wall function 
specificatin is described in the STARPIC code (Lilley and 
Rhode, 1982). Because of additional stress terms in the non
linear k-e model, modifications are made to accommodate 
these changes. Near the northern top wall (see Fig. 1(a)), the 
total tangential velocity V = (u1 + w2)ul is correlated by the 
universal velocity profile (Blackshall and Landis, 1969) 

1 
K + = - l n ( . E r + ) , 

K 
(39) 

where K and E are constants. The dimensionless total velocity 
V+ and distance Y+ are normalized with respect to the total 
shear velocity (T,/p)in, viz. 

v+ y__ v+ yyfriTp 
-TUP V 

and the total tangential north wall shear stress T, is 

Tf • ^ 
t + Trg. 

A quantity Tk approximating T, very near the wall can be 
formulated by observing that convection and diffusion of tur
bulence kinetic energy are nearly always negligible in this re
gion. By deleting these terms from the &-transport equation 
and invoking isotropic viscosity /̂ eff, one obtains 

Tk= {CDCSn
Pk. 

Equation (39) can be written as 

1 
V(Tkp)u'/T,- \n[Ey(Tk/p)W2

V}, 

and thus one obtains 

(40) 

(41) 

(42) T,= - VpKpClMC^4kl/2AMEY+), 

where the negative sign has been inserted since T, and Vp must 
have opposite directions. The quantities with subscript/) are 
evaluated at the near-wall point employed in numerical com
putations. 
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The Trx component of T, consists of 

( 7 r x ) t o t a l = (7n r ) l i nea r + ( Trx)nonlinear; ( 4 3 ) 

and 

fdu dv\ 
(7Vx)linear = M | - T : + 7 - J . ( 4 4 ) 

The values of dv/dx approach zero near the north wall. By 
multiplying the wall function (Eq. (42)) by the factor cos 0( = 
u/v) we obtain Trx, where 0 is the angle between the total 
tangential velocity vector near the wall and the axial velocity 
vector. Combining these we get 

1 rx M '\r~^~ { r*'nonlinear 

-KPCl/4C%4kp/2/ln(EY+) 

and the wall function for u is 

Up, 

du 
-KPC^CWkl/2/\n(EY+) (Trx)n 

(45) 

(46) 

Following the technique employed in the STARPIC code, the 
first and second terms on the right-hand side of the above 
equation correspond to Sf> and Sfj of the linearized source 
term (Sf>\pP + Sfj), respectively. 

For w-cells along the north wall 

( ' rS)total = (Tre)linear + ( Tre)non|inea„ 

(Trek •• T, s in 6 = T, 
w 

vr 

(Tre) linear — A4 
dw w 
a7~ 

(47) 

(48) 

(49) 

By combining these equations, we obtain the north wall func
tion for w 

dw 
KpC^C^kp

/2/ln(EY;) + ~\wp~ ( T^ ) nonlinear-

(50) 

On the western wall (see Fig. 1(b)) the total tangential 
velocity is now V = (v2 + w2)l/2, and 

( * xr) total ~ ' * xr) linear "*" v. * xr) nonlinear* 

<T.)mt-T.«*.T,$, 

dv 
\ * xr) linear ~~ f^eff *, » 

(51) 

(52) 

(53) 

where <j> = arctan (w/v). The western wall function for i> is 
given by 

dv 
M dx 

-KpC^C^kp
/2/\HEY+p) vP-(Trx)n (54) 

Similarly the western wall function for w is 

dw 
/* dx 

KpClMC%4kp/2/ln(EY;) Wn 

-(Tre) nonlinear* 

(55) 
The wall flux for turbulent energy is zero. Zero normal 

gradient prescription for k for wall cells is through a%, = 0, 
where a is the coupling coefficient in the finite difference 
scheme. The effective wall boundary condition on e is 3/4 i,3/2 (C,CD)iM k 

CDK 
(56) 

Swirl vane angle (ft 

d/2 

D/2 

(a) 

JMAX(3)-, 

J S T E P -

Inlet — 

J = 1— 

. Wall boundary 

1_. 

NI 
(b) 

Fig. 2 Combustor geometry and flowfield investigated. Inlet Reynolds 
No. = 1.26 x 105. (a) Schematic of test section geometry, (b) An example 
of a non-uniform grid system employed to fit the flow domain. 

where 5P is the distance from the wall to the near-wall point. 
In the code, this value is fixed for near-wall points via the 
linearized source procedure, viz., S% = \[>F' 10w,Sp = -103 0 . 

3 Numerical Method and Results 
In this study, the computer source code developed by Lilley 

and Rhode (1982) is used. This code is a modified version of 
the Imperial College's TEACH (Teaching Elliptic Axisym-
metry Characteristics Heuristically) computer program and is 
called STARPIC (Swirling Turbulent Axi-symmetric Recir
culating flows in Practical Isothermal Combustor geometries). 
In this work, we have modified the STARPIC computer pro
gram by (i) allowing a new specification of the input data to 
change the combustor geometry and (ii) including the Reynolds 
stress tensor in a form of the nonlinear k-e model. 

3.1 The Grid System. Figures 1(a) and 1(b) show the 
control cell volume at the northern wall and western wall, 
respectively. The points P, E, W, N, S represent the locations 
corresponding to the Center, East, West, North, and South 
of the cell, respectively. Point B represents the boundary lo
cation. At point P, all variables except the u and v velocity 
components are stored. The u velocity component is stored at 
a point somewhere between point P and point W. For the v 
velocity component, it is stored at a point somewhere between 
point P and point S. 

The flow field is covered with a nonuniform grid system 
with finer spacing in the regions of large spatial gradients. A 
typical arrangement is shown in Fig. 2(b), in which NI = 23 
(axial direction) and NJ = 21 (radial direction). Typically the 
boundary of the solution domain falls halfway between its 
immediate parallel gridlines. For the specification of the inlet 
pipe diameter, JSTEP gives J-index of horizontal line next to 
wall of, and within, smaller pipe. The information concerned 
with the position of the sloping sidewall boundary is specified 
via JMAX(I) for each I. JMAX(I) designates the maximum 
value of J-index within flow domain. 

3.2 Inlet Turbulent Intensity. In the present computa
tions, the turbulent intensity at inlet, k,„, is calculated from 

•-aTUf, (57) 
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o Data, Lilley (1985) 

0 1 

x/D»0.0 

0 

x/D-0.5 

0 0 0 u/u0 

/D-1.0 x/D»1.5 x/D=2.5 

«/"0 
Fig. 3 Predicted axial and tangential velocity profiles at x/D = 0.0, 0.5, 
1.0, 1.5, and 2.5. (a) axial velocity, (b) tangential velocity. Inlet boundary 
conditions matched to the experimental data ot Lilley (1985) at x/D = 
0. Inlet sloping wall expansion angle, a = 90 deg, swirl vane angle </> = 
70 deg. 

Non-linear k-e model 
Linear k-e model 
Data, Lilley [1985) 

w/"0 
Fig. 4 Predicted axial and tangential velocity profiles at x/D = 0.5,1,0, 
1,5, 2.0, and 2.5. (a) axial velocity, (b) tangential velocity. Inlet boundary 
conditions matched to the experimental data of Lilley (1985) at x/D = 
0.5. Inlet sloping wall expansion angle, a = 90 deg, swirl vane angle <j> 
= 70 deg. 

where <xT is the turbulent intensity factor at inlet, and Uin is 
the average velocity at the inlet. The dissipation rate e is ob
tained from a mixing-length assumption (Khalil, 1979) 

Ot\J<0 

where ct\ is the length scale factor at inlet. 

(58) 

3.3 Solution Procedure. In the computer code, the finite 
difference equations are solved via the primitive pressure-ve
locity approach. The details of the solution technique is de

scribed in the work by Lilley and Rhode (1982). For the 
representation of the convective and diffusive terms over the 
cell control volume surfaces, a hybrid scheme is used, which 
is a combination of the central and upwind differences. An 
implicit line-by-line relaxation technique is employed in the 
solution procedure, using the tridiagonal matrix algorithm 
(TDMA). At each iteration it is necessary to employ some 
degree of under-relaxation to promote stability. To facilitate 
convergence, the swirl strength is increased through a range 
of swirl vane angles in steps until the final vane angle is reached. 
The solution is considered to be converged if the cumulative 
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sum of the absolute residuals throughout the fields for all 
variables is less than 0.5 percent of the inlet flow rate of the 
corresponding variables. 

3.4 Case 1—Lilley (1985). The first problem to be con
sidered in this study consists of the turbulent flow of an in
compressible viscous fluid in a round pipe entering an expansion 
into another round pipe (see Fig. 2(a)) ; d/2 = 3.125 cm, D/ 
2 = 6.25 cm). The incoming flow has a swirl component of 
velocity via passage through swirl vanes at angle 4>, and the 
sidewall is at an angle a, .to the main flow direction—Lilley 
(1985) studied this problem using a standard k-e model. In 
particular, the effects of side-wall angle a, degree of swirl 0, 
turbulence intensity kin of the inlet stream, and expansion ratio 
D/d on the flow field where studied. Figure 2(a) shows the 
geometry of the problem. In present example, d/2 = 3.125 
cm, D/2 = 6.25 cm, and the inlet Reynolds number is 1.26 
x 105. The turbulent intensity factor at inlet, aT, is taken to 
be 0.03 and the length scale factor at inlet, a\, is 0.005 for the 
following computations. 

Figure 3 shows the predicted velocity profiles, using both 
the standard k-e and the nonlinear k-e model, for the case of 
90" expansion angle and 70 deg swirl vane angle. The inlet 
boundary condition is matched to the experimental data of 
Lilley (1985) at x/D = 0. Both the linear k-e model and the 

Inner Flow Swirler r\* 
Inner Tube / 

.Teat Section 

Fig. 5 Schematic of model swirl combustor (Vu and Goldin 1982). Co-
swirl condition is shown. R, = 1.86 cm, R0 = 7.25 cm. Reynolds No. = 
170,000. 

nonlinear k-e model predict the trend of the flow development 
along the channel, except the axial velocity profile at x/D = 
0.50. A significant change is noted in the axial velocity profiles 
between x/D = 0 and x/D = 0.50. To see whether matching 
the experimental data at x/D = 0 is appropriate or not for 
this problem, the inlet boundary condition is matched to the 
experimental data at x/D = 0.5. This result is shown in Fig. 
4. The trend in the development of the axial velocity profile 
does not reflect complete agreement between the prediction 
and the experimental data. Figures 3 and 4 show no large 
difference in the velocity profiles for the linear model and the 
nonlinear model; in general, the nonlinear model shows a 
slightly better agreement with the experimental data in tan
gential velocity profiles. 

3.5 Case 2—Vu and Gouldin (1982). The second problem 
considered is the turbulent flow of an incompressible viscous 
fluid in two confined co-axial swirling jets (Fig. 5). The outer 
swirl can be adjusted to co-swirl (streams rotating in the same 
direction) or counterswirl conditions. Vu and Gouldin (1982) 
made detailed measurements of velocity profiles using a di
rectional Pitot probe and hot-wire anemometer. The radius of 
the inner tube, R,. = 1.86 cm, is used for normalizing the axial 
and radial positions. The authors (Vu and Gouldin, 1982) gave 
a Reynolds number of 170,000 in the following sets of exper
iments. The velocity profiles for the axial and tangential com
ponents (normalized to the bulk average axial velocity of the 
inner jet) at various locations along the test sections are shown 
in Fig. 6. At the inlet (x/R, = 0.1, where the inlet condition 
is matched to the experimental data), the outer axial velocity 
is almost uniform across the annulus whereas the inner axial 
velocity has a peak near Rj/2. The axial velocity profile has a 
minimum at the center line (r = 0) and the co-swirl interface 
(r = Rj). The tangential velocity profile shows that the inner 
jet is approximately under solid-body rotation; the outer region 
can be approximated by a free vortex profile. Both the standard 
k-e model and the nonlinear k-e model over-predict the axial 
and tangential velocities in the central core. This may be in
terpreted as too small of a dissipation rate in the computations. 
In Fig. 6, aT = 0.03 and ax = 0.005 are used. By changing 
the value of ax from 0.005 to 0.10, Fig.7 is obtained. Here, 

.5 1 
x/Rj-0.1 

.5 .5 TT .5 1 „/[/„ 

x/R1-0.52 x/Rt-1.57 %/Ri-3.67 x/^'5.77 

Non-linear k-e model 
Linear k-e model 
Data, Vu & Gouldin [1082] 

tu/Uo 

Fig. 6 Velocity profiles for coswirl condition at x/fl, = 0.10, 0.52,1.57, 
3.67, and 5.77. U„ = {U,)„v = 29.6 m/s. (a) axial velocity, (b) tangential 
velocity. Inlet boundary conditions matched to the experimental data of 
Vu and Gouldin (1982) at x/D = 0.10. Turbulence intensity factor at inlet 
= 0.03, length scale factor at inlet = 0.005. 
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Non-linear k-e model 
Linear k-c model 
Data, Vu & Gouldin (1982) 

Fig. 7 Velocity profiles for coswirl condition at x/R, = 0.10, 0.52,1.57, 
3.67, and 5.77. U„ = (U,)„ = 29.6 m/s. (a) axial velocity, (b) tangential 
velocity. Inlet boundary conditions matched to the experimental data of 
Vu and Gouldin (1982) at x/D = 0.10. Turbulence intensity factor at inlet 
= 0.03, length scale factor at inlet = 0.10. 
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Non-linear k-e model 
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o Data, Vu & Gouldin J1082] 

.5"-5 .5«,/r/0 

Fig. 8 Velocity profiles for coswirl condition at x/R, = 0.10, 2.10, 3.15, 
4.20,8.92. U0 = (U;)m = 30.3 m/s. (a) axial velocity, (£>) tangential velocity. 
Inlet boundary conditions matched to the experimental data of Vu and 
Gouldin (1982) at x/D = 0.10. Turbulence intensity factor at inlet = 0.03, 
length scale factor at inlet = 0.005. 

the agreement between the prediction and the experiment is 
much improved. 

Figure 8 shows the axial and tangential velocity profiles for 
the case of counterswirl. The predicted velocity profiles again 
show persistence in velocity profiles along the tube in both 
axial and tangential profiles. In Fig. 9, aT = 0.05 and a\ = 
0.08 are employed, resulting in better agreement between the 
prediction and the experiment. It is believed that further im
provement in the agreement between the prediction and the 
experiment can be achieved by optimizing the values of aT and 

The results of computations shown in Figs. 6 through 9 are 
based on the grid size of 21 x 23. No noticeable change in 

the results of computations is observed when the grid size of 
41 x 45 is employed. 

4 Comments and Summary 
Several points concerning the modeling and the numerical 

scheme need to be discussed in more detail. The values of 
universal constants CD and CE used in this study were the ones 
given by Speziale (1987). Speziale (1987) used the experimental 
data of Laufer (1951) (turbulent flow in a two-dimensional 
channel) to obtain these values. For the present problem, it 
might be more appropriate to use the experimental data of 
Laufer (1954) (turbulent flow in fully developed pipe flow) to 
obtain values of CD and CE. Furthermore, we have not per-
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Fig. 9 Velocity profiles for counterswirl condition at x/fi, = 0.10, 2.10, 
3.15, 4.20, 6.92. (/„ = (Ul)„ = 30.3 m/s. (a) axial velocity, (b) tangential 
velocity. Inlet boundary conditions matched to the experimental data of 
Vu and Gouldin (1982) at x/D = 0.10. Turbulence intensity factor at inlet 
= 0.05, length scale factor at inlet = 0.08. 

formed an analysis to test the sensitivity of the computed results 
to the values of CD and CE- An alternative approach for es
timating values of CD and CE is presented by Ahmadi and 
Chowdhury (1988). In their analysis, the limit of parallel flows, 
and in particular, the flows in the inertial sublayer (Tennekes 
and Lumley, 1972) are used to obtain values for some material 
parameters similar to CD and CE. 

Furthermore, when the nonlinear k-e model is used in the 
equations of motion, the order of the partial differential equa
tions increases by one. Therefore, additional boundary con
ditions are needed in turbulence modeling and non-Newtonian 
fluid mechanics, where the constitutive equations used are for 
fluids of differential types. This issue has been studied for 
these Rivlin-Ericksen fluids recently by Rajagopal (1984), Ra-
jagopal and Gupta (1984), Kaloni (1989), and Bourgin and 
Tichy (1989). For the case of the nonlinear k-e model (Speziale 
and Ngo, 1988) the issue of additional boundary conditions 
was overcome by the application of the law of the wall (Rodi, 
1982) at the solid boundaries. However, if we were to solve 
the governing equations fully, up to the wall, then the need 
for additional boundary condition arise. This is a subject mat
ter of current research. It might be possible to develop a low-
Reynolds number version of the nonlinear k-e model, similar 
to the model of Jones and Launder (1972, 1973) or perhaps 
one can use similar ideas from the non-Newtonian fluid me
chanics. 

The two test cases studied in this work do not seem to contain 
a very significant improvement in the theoretical results when 
the nonlinear k-e model is used. In the first case (sudden ex
pansion with swirl), neither the linear model nor the nonlinear 
one performs well in predicting the axial and tangential velocity 
profiles near the inlet of the combustor chamber. For the 
second test case, both models seem to predict the general trend; 
furthermore, it appears that varying the turbulent intensity 
factor and the length scale factor may give better comparison 
with experiments. Nevertheless, the studies performed by Spe
ziale and Ngo (1988), Ahmadi (1991), and Thangam and Hur 
(1991) clearly indicate that for problems when recirculating 
flows are of interest, such as the flow past a backward-facing 
step, the nonlinear k-e model does a better job of predicting 
the flow behavior. Chowdhury and Ahmadi (1992) studied a 
swirling axisymmetric flow with sudden expansion (similar to 
Case 1 in this study) using a different version of nonlinear k-

e models. The mean flow properties predicted by this model 
are in general better agreement with the experimental data than 
those predicted by a linear k-e model. 

In this problem, we have used the computer code STARPIC 
(developed by Lilley and Rhode, 1982) without any modifi
cations to the numerical scheme, accuracy, or efficiency of 
computation. The only modifications have been the inclusion 
of a nonlinear k-e model and a new scheme of specifying the 
input data to change the combustor geometry. However, the 
last few years have generated much work concerning such issues 
as accuracy, convergence, stability, numerical diffusion, etc. 
in TEACH-type calculations (cf. Sturgess et al., 1983; Syed 
and Chiapetta, 1985; Syed et al., 1985; and Van Doormaal et 
al., 1987).The importance of inlet boundary conditions on the 
solution was discussed by Sturgess et al. (1983) and Sloan et 
al. (1986). Leschziner and Rodi (1984) found that the inlet 
conditions for k and e played as crucial a role in achieving 
predicted accuracy as turbulence modeling details. We also 
found that the solution was very sensitive to even small changes 
in the inlet conditions. Furthermore, the nonlinear k-e model 
has higher order terms and in this study the differentiation of 
these terms (div f), which appear in Eq. (1), is performed using 
a simple central difference scheme. This may have some in
fluence on the accuracy and convergence of the numerical 
scheme. Hur et al. (1990) performed a numerical study of 
turbulent secondary flows in curved ducts using the nonlinear 
Reynolds stress given by Eq. (4). However, they avoided using 
the transport Eqs. (30)-(31) for k and e, reasoning that these 
modeled equations have weaknesses in performance. They 
specified k and / empirically, based on experimental data for 
turbulent flow in rectangular channels. In the present study, 
the modeled transport Eqs. (30)-(31) were used with either 
linear or nonlinear portion of the Reynolds stress given by Eq. 
(4). It is possible that weaknesses in the performance of Eqs. 
(30)-(31) may have overshadowed differences in the linear and 
nonlinear models. 
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Modeling and Computation of Flow 
in a Passage With 360-Degree 
Turning and Multiple Airfoils 
The spiral casing of a hydraulic turbine is a complex flow device which contains a 
passage of 360-degree turning and multiple elements of airfoils (the so-called dis
tributor). A three-dimensional flow analysis has been made to predict the flow 
behavior inside the casing and distributor. The physical model employs a two-level 
approach, comprising of (1) a global model that adequately accounts for the ge
ometry of the spiral casing but smears out the details of the distributor, and represents 
the multiple airfoils by a porous medium treatment, and (2) a local model that 
performs detailed analysis of flow in the distributor region. The global analysis 
supplies the inlet flow condition for the individual cascade of distributor airfoils, 
while the distributor analysis yields the information needed for modeling the char
acteristics of the porous medium. Comparisons of pressure and velocity profiles 
between measurement and prediction have been made to assess the validity of the 
present approach. Flow characteristics in the spiral casing are also discussed. 

1 Introduction 
Three-dimensional internal flows bounded by domains of 

large curvature and geometric variations are commonly en
countered in fluid machinery. Numerous attempts with varying 
degrees of numerical sophistication have been made to predict 
the complex turbulent flow behavior in both rotating and non-
rotating components, as documented in, e.g., Chang et al. 
(1985), Hah (1985), Holmes et al. (1988), Leschziner and Dim-
itriadis (1989), Lohner (1989), Quirk (1992), Shyy and Braaten 
(1986), and Towne (1984). In these studies, efforts are taken 
to accurately reproduce the geometric boundaries of the whole 
domain in detail. There are, however, cases where the number 
of solid bodies in the domain is so large that either extremely 
large computer memory and speed is required or some features 
of the problems, such as the three-dimensionality, must be 
simplified before a computation can be attempted. Examples 
can be found in runner-stator interactions (Rai, 1987), and 
combinations of film cooling, fuel spray nozzle, and splash 
plate in modern gas-turbine combustors (Shyy et al., 1989). 
The extent to which a problem can be simplified is, of course, 
case dependent. 

In the present work, we report an attempt to predict the 
complicated three-dimensional turbulent flows within a device 
containing large curvature and a number of solid elements. 
The flow device investigated here is a spiral casing of a hy
draulic turbine power plant. As schematically illustrated in 
Fig. 1, both in three-dimensional perspective and in two-di
mensional projections, the spiral casing is a passage of 360 
deg turning that directs water, coming from the dam, to enter 
from one end, and to exit circumferentially along the radially 
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Flow domain and body-fitted grid system of a spiral case. 

Fig. 2 Representative grids of spiral casing and distributor 

inward direction. In the exit region, there are twenty-four pairs 
of two-dimensional airfoils, forming the distributor, which 
serve to control the mass-flux distribution and angle of the 
water. The water, after leaving the distributor, enters the run
ner to drive the shaft and produce usable power. Representative 
geometries as well as body-fitted grids of both the spiral casing 
and the distributor are shown in Fig. 2. The spiral casing 
considered here is a Piquet type distributor with 360-degree 
turning and decreasing cross-sectional areas. The inlet is of a 
circular shape, and the outlet occupies the whole inner cir
cumference. The distributor, consisting of a cascade of stay 
vanes and wicket gates, is housed in the outlet region of casing. 

The flow in a combined spiral casing and distributor is dif
ficult to model and predict. Since the spiral casing and the 
distributor closely affect each other, both must be treated in 
a coupled manner. We have found that in the computational 
model, without taking an appropriate account of the presence 
of the distributor, the flow in a spiral casing can be persistently 
oscillatory due to the lack of dissipation of the flow kinetic 
energy in the exit region. However, from the viewpoint of 
aiding the design practice for such devices on a routine basis, 
it is not feasible to model the whole spiral casing and distributor 
combination simultaneously with good grid resolution. In view 
of these considerations, instead of solving the whole problem 
all at once, an alternative method is devised utilizing different 
grid resolutions to satisfy the different needs of physical mod
eling in casing and in distributor. To predict the overall char
acteristics of the flow in the spiral casing, while accounting 
for the geometry of the casing in detail, it is not necessary to 
consider each individual airfoil element of the distributor. On 
the other hand, from the viewpoint of the distributor flow 
analysis, only the inlet condition of the distributor is needed 
from the global spiral casing flow analysis. Hence, a two-level 
approach is proposed: 1) To predict the flow characteristics 
inside the spiral casing, the distributor region is treated as a 
porous medium with the details of individual airfoils being 

smeared out; 2) Within the distributor region, analysis is con
ducted for flow between each pair of wicket gates and stay 
vanes to determine the local distributor performance and to 
provide input to the porous medium treatment. The infor
mation is exchanged and coupled between the two levels. We 
believe that the present type of approach can be useful for 
aiding a designer to understand the performance as well as the 
flow behavior of a given casing/distributor configuration with
out having to resort to exceedingly large computing resources. 
In the following, the construction of the model is discussed 
first. Comparisons will then be made between the measured 
and predicted velocity and pressure distributions. Some of the 
representative features of the flow solutions will also be high
lighted. 

2 Problem Formulation and Computational Tech
niques 

The equations adopted are the Reynolds-averaged three-
dimensional Navier-Stokes equations with an extra inclusion 
of the porous medium treatment based on Darcy's law. The 
equations for mass continuity and momentum conservation of 
the incompressible fluid are: 

V-q = 0 

1 2 
q « V q = — Vp+VeffV q--Kq 

P 
where q is the velocity vector with three velocity components, 
ve{{ is the effective viscosity, and K is the Darcy's coefficient 
whose magnitude regulates the resistance exerted by the pres
ence of porous medium in the distributor region. With regard 
to the turbulence closure, the n-e two-equation model with the 
wall function treatment proposed by Launder and Spalding 
(1974) is adopted to supply the information of eddy viscosity. 
By the nature of the Reynolds-averaging procedure, the mean 
flow quantities are solved. The basic computational procedure 
employed is an iterative algorithm cast in curvilinear coordinate 
system (Shyy et al., 1985; Shyy and Braaten, 1986). 

As K becomes large, both convection and viscous terms in 
the momentum equations become negligible due to the small 
values of velocity, and the pressure term balances the Darcy's 
term. As K approaches zero, the original Navier-Stokes equa
tions are recovered. In the present case, K is zero everywhere 
except in the distributor region. Within the distributor region, 
K varies according to the nature (e.g., number, shape, and 
thickness) of the airfoils, and the local angles of attack of the 
incoming flow. In order to determine K, the distributor flow 
analysis (Vu and Shyy, 1988) is conducted for flow in a passage 
bounded by a cascade of airfoils, as shown in Fig. 2. Since 
the inlet flow angles of the distributor vary along the circum
ferential direction, individual analysis for the flow between 
each pair of wicket gates and stay vanes is made with the inlet 
flow condition supplied by the spiral casing flow analysis. The 
total pressure loss profile of the distributor flow along the 
circumference of the spiral casing is then used to correlate the 
Darcy's coefficient, K. In the present work, the value of K is 
taken to be proportional to the square root of total pressure 
loss. This choice is made according to the relative agreement 
observed between the computation and the measurement for 
a base geometry and flow condition. The proportional constant 
is fixed by trying to match the prediction with the experimental 
measurement at one operating point. Once the correlation for
mula is determined, calculation is made to model other op
erating conditions with no change of any constants. In 
summary, the global casing model supplies the inlet condition 
to the local distributor flow analysis; the total pressure loss 
predicted by the distributor model, in turn yields guidance to 
determine the distribution of K in the porous medium treat
ment. Such a global-local iterative procedure continues till 
convergence is reached simultaneously at both levels. 
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Fig. 3 Schematic representation of the flow domain for the spiral case 

Figure 3 depicts the top view of the geometry and boundary 
conditions in both the physical and transformed computational 
domains. The velocity at the inlet, AB, is of a uniform profile, 
with a Reynolds number, based on the inlet diameter, of 106. 
The dotted region is where the distributors are located and the 
only zone that the Darcy's coefficient, K, is nonzero. Other 
boundaries, including BC, CD, and AE, are all solid wall. The 
numerical procedure adopted for the computation is essentially 
the same as that used by Shyy and Braaten (1986) and Vu and 
Shyy (1990) where a pressure-correction type of semi-implicit 
finite volume/finite difference formulation is adopted for ar
bitrary curvilinear coordinates. The convection terms in the 
momentum equations are approximated by the second-order 
upwind scheme. The pressure as well as all the second-order 
derivative terms are discretized by the second-order central 
difference schemes. The results reported in the following are 
based on a 3-D grid of 99 x 21 X 15 nodes for the spiral casing, 
and a 2-D grid of 25 X 85 nodes for the distributor. Typical 
CPU time of a complete calculation required for such a grid 
system is about 20 hours on a Silicon Graphics 4D/120. How
ever, in general, much less time is needed to assess a design 
change since the calculation can be initiated from a solution 
obtained on an existing geometry. 

3 Results and Discussion 
We first show some representative computed flow patterns 

in the distributor region based on the 2-D analysis presented 
by Vu and Shyy (1988). Figure 4 shows three calculated velocity 
fields based on inlet flow angles (between the inlet velocity 
vector and the tangent of the cascade), of 10-degree, 15-degree, 
and 25-degree. The flow characteristics are qualitatively dif
ferent among the three cases. Under the favorable condition 
(25-degree), the flow is attached, resulting in a small amount 
of total pressure loss. As the inlet flow angle is reduced from 
25-degree to 15-degree, flow is no longer attached and sepa
ration appears in the region above the stay vane. Hence the 
flow under such a condition produces a larger total pressure 
loss. With the inlet flow angle further reduced to 10-degree, 
massive separation results from the larger adverse pressure 
gradient, which also produces noticeable streamline curvatures 
downstream of the separation zone. The loss is obviously the 
highest for the lowest flow angle. The total pressure loss of 
the distributor flow, normalized by the fluid kinetic energy at 
the inlet is presented in Fig. 5. At very low inlet flow angle, 
where the pressure distribution is unfavorable, large total pres
sure loss, up to about 45, is observed. As the flow angle in
creases, the loss quickly decreases and the flow stabilizes as 
the inlet flow angle exceeds 25-degree. 

One of the key features in the present work is the supply of 
the inlet flow profiles of the distributor computation by the 
spiral casing analysis. The distributor flow analysis, in turn, 
yields information of the total losses within the distributor 
region. Based on this information, Darcy's resistance term is 
devised to represent the presence of the distributor. It is noted 
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Fig. 4 Three representative flow solutions of distributor 
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Fig. 5 Total pressure loss in the distributor versus flow attack angle 

that, throughout the whole casing, the inlet angle of the dis
tributor flow varies substantially along the circumferential di
rection. Figure 6 shows two profiles of inlet angle of the 
distributor flow, one at the mid-height location of the casing 
and the other averaged over the whole height of each cross-
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Fig. 6 Flow attack angle variation around distributor upstream 
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Fig. 7 Distribution of Darcy's coefficient along circumferential direc
tion 

section of the casing. The variation of the inlet flow angle of 
the distributor flow results from the change of flow rate along 
the circumferential direction of the casing, and the nonuniform 
total pressure loss within the distributor region. Although the 
geometry of the distributor used in the present study is not 
identical to the one reported by Vu and Shyy (1988), qualitative 
discussion given there is applicable here. Information related 
to experimental measurement can also be found in Vu and 
Shyy (1988, 1990). 

As already stated, in the present model, Darcy's coefficient 
is determined from the local total pressure loss in the distributor 
region. Figure 7 exhibits three K profiles at different heights, 
from bottom to mid-height of the casing, along the circum
ferential direction. In the upstream portion of the casing, the 
inlet flow angles are low, resulting in high values of K for the 
distributor region. In the middle circumferential portion of 
the casing, as indicated by Fig. 6, the inlet angles of the dis
tributor flow produce favorable conditions, resulting in lower 
total pressure losses and, accordingly, lower values of K. 
Toward the end circumferential portion of the casing, the inlet 
angles of the distributor flow vary substantially from bottom 
(high angle) to mid-height (low angle), and hence causes large 
differences in K to appear there. 

Based on the combined casing/distributor flow analysis, a 
complete solution can be obtained for the whole passage. The 
numerical solutions have been compared to the in-house ex
perimental measurements made with pitot tubes for various 
aspects of flow characteristics. We first compare the numerical 
prediction with the experimental measurement for the distri
butions of the static pressure, radial and tangential-velocity 
components on two cross-sectional planes. The data shown in 
Fig. 8 are for physical quantities predicted and measured on 
the cross-sectional planes A and B of Fig. 2; the plots are 
shown along the radial direction, from the outside wall (left 
end of figure) to the outlet (right end of figure) of the casing 
along the mid-height line. Figure 8 illustrates the ranges of 
agreements between the numerical prediction and the experi
mental measurement for these variables. Qualitatively, the static 
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Fig. 8 Comparison of static pressure (Ps), radial (Vr) and tangential (V7) 
velocity components along radial direction (symbols: measurements; 
lines: predictions) 
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Fig. 9 Comparison of static pressure (Ps) along circumferential direc
tion (symbols: measurements; lines: predictions) 

pressure generally decreases from the outside wall (upstream) 
toward the casing/distributor outlet (downstream). With re
gard to the velocity components, they also increase in mag
nitude along the same direction until reaching the distributor 
region. Within the distributor region, the radial velocity com
ponent increases in magnitude while the tangential velocity 
component becomes smaller, indicating that the flow is evolv
ing toward a two-dimensional behavior due to the flow ac
celeration caused by the distributors. 

Figure 9 compares the predicted and measured circumfer
ential distribution of the static pressure at three locations, all 
on the mid-height plane. These three locations are, respectively, 
close to the outside wall, at the middle of the cross-section, 
and slightly upstream of the distributor. While there are quan
titative differences between the measurements and the predic
tions, the overall characteristics are in agreement. The first 
portion of the spiral casing is just a circular duct, and hence 
the pressure there decreases along the stream wise direction. 
As the spiral casing starts to turn, the wall curvature causes a 
pressure gradient within each cross-section. Furthermore, the 
presence of the distributor produces more resistance to the 
flow field, resulting in an increasing pressure along the cir
cumferential direction. In the end-wall region, the numerical 
solution predicts a more rapid increase of the static pressure, 
indicating that less fluid is predicted to be left in the end zone 
of the spiral casing. One can also clearly notice the pressure 
oscillations exhibited by the numerical solution in the region 
close to the outside wall. As discussed by Shyy and Vu (1991), 
this phenomenon is not a numerical phenomenon; it is caused 
by the way that the casing is manufactured. Due to its large 
size, the casing is made by joining many pieces of straight 
segments together, resulting in discontinuous slopes of the wall 
contours. This geometric characteristic is responsible for the 
apparent pressure oscillations observed along much of the out
side wall. Shyy and Vu (1991) demonstrated that with smooth 
wall contours, pressure oscillations no longer appear. 

Figure 10 shows both predicted and measured velocity fields 
on the middle top-yiew plane of the casing. Very close resem
blance can be observed between the two. Since the Reynolds 
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Fig. 10 Velocity vector distribution in the main flow direction at the 
middle section 

Fig. 11 Spiral case flow characteristics with ribbons representation 

number is high, the pressure variation appears mainly along 
the radial, rather than the circumferential, direction in order 
to balance the curvature effect. Qualitatively, the overall con
vection field is of combined characteristics of a free vortex 
flow superimposed upon a sink flow. Three-dimensional il
lustrations of the fluid trajectories from inlet toward outlet in 
the form of the "ribbon" plots are shown in Fig. 11, which 
depicts the ribbons initiated along the middle line of the inlet 
section horizontally and vertically. As evidenced by the com
plicated mixing pattern exhibited in Fig. 11, the flow is highly 
three-dimensional. 

Figure 12 gives representative views of the secondary flow 
patterns on four cross-sectional planes from upstream to down
stream of the spiral casing, as indicated in Fig. 2. Several 
factors influence the development of the flow behavior. Since 
the outlet is located along the inner circumference of the spiral 
casing, a strong tendency exists to push the fluid to move 
radially inward. Furthermore, along the circumferential di
rection, the continuous reduction of cross-sectional area com
petes with the continuous loss of mass through the outlet; the 
balance of these factors determines whether the flow accel
erates or decelerates in the stream wise direction, and interacts 
with the curvature of the spiral casing to produce the velocity 
pattern observed in Fig. 12. The strength of the secondary flow 
varies from cross-section to cross-section. At the beginning of 
the spiral casing, the flow is accelerated evenly along the casing 
height. As flow moves along the circumferential direction, 
double vortices are generated by the interaction between the 
casing curvature and the presence of the wall. From cross-
sectional plane A to B (see Fig. 2) the secondary flow strength
ens. The radial velocity component is very strong near the top 
and bottom of the casing and much weaker near the center. 
After the 180-degree turning, the core of the double swirls 
becomes smaller, as illustrated on cross-section C. Near the 
end of the casing where the flow continues accelerating, the 
double vortices completely disappear on cross-section D. The 
qualitative development of the secondary flow shown here is 
the same as the experimental observation made by Kurokawa 
and Nagahara (1986). 

4 Concluding Remarks 
This paper reports an attempt at modeling and predicting 

the flow behavior in a spiral casing with an account of the 

Fig. 12 Spiral case secondary flow characteristics at different cross 
sections 

presence of the distributor. A two-level model is developed to 
devise a practical tool; the procedure outlined here has already 
been adopted as a part of design routine. The compromise as 
well as the features related to the treatment of the porous 
medium and the coupling between the global (spiral casing) 
and the local (distributor) analyses are discussed. Comparisons 
between the numerical prediction and the experimental meas
urement in terms of pressure and velocity profiles are made 
to assess the performance of the model. Based on the results 
obtained, the present approach appears to be capable of yield
ing useful design information without overloading the com
puting resources. 

Acknowledgment 
The present work has been supported by GE Canada. We 

are grateful to acknowledge the assistance of Mr. E. Desbeins 
for providing the experimental data, and Mrs. K. Heon for 
helping conduct the theory /data comparison. The software for 
grid generation was developed by the CASTOR project of 
Ecole Poly technique de Montreal. Thanks are due also to Ms. 
Jan Machnik for her help in manuscript preparation. 

References 
Chang, J. C. L., Kwak, D., Dao, S. C , and Rosen, R., 1985, "A Three-

Dimensional Incompressible Flow Simulation Method and Its Application to 
the Space Shuttle Main Engine, Part II-Turbulent Flows," AIAA Paper 85-
1670. 

Hah, C , 1984, "A Navier-Stokes Analysis of Three-Dimensional Turbulent 
Flows Inside Turbine Blade Rows at Design and Off-Design Conditions," Jour
nal of Engineering for Power, Vol. 106, pp. 421-429. 

Hoimes, D. O., Lamson, S., and Connell, S. D., 1988, "Quasi-3D Solutions 
for Transonic, Inviscid Flows by Adaptive Triangulation," ASME Paper 88-
GT-83. 

Kurokawa, J., and Nagahara, H., 1986, "Flow Characteristics in Spiral Casing 
of Water Turbines," IAHR Symposium 1986, Vol. 2, Paper No. 62, Montreal, 
Canada. 

Launder, B. E., and Spalding, D. B., 1974, "The Numerical Calculation of 
Turbulent Flows," Computational Methods of Applied Mechanical Engineering, 
Vol. 3, pp. 269-289. 

Leschziner, M. A., and Dimitriadis, K. P., 1989, "Computation of Three-
Dimensional Turbulent Flow in Non-Orthogonal Junctions by a Branch-Cou
pling Method," Computational Fluids, Vol. 17, pp. 371-396. 

Lohner, R., 1989, "Adaptive H-Refinement on 3-D Unstructured Grids for 
Transient Problems," AIAA Paper No. 89-0653. 

Quirk, J. J., 1992, "An Alternative to Unstructured Grids for Computing 

Journal of Fluids Engineering MARCH 1993, Vol. 115/107 

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Gas Dynamic Flows around Arbitrary Complex Two-Dimensional Bodies," 
ICASE Report No. 92-7, NASA Langley Research Center. 

Rai, M. M., 1987, "Unsteady Three-Dimensional Navier-Stokes Simulations 
of Turbine Rotor-Stator Interaction," AIAA Paper 87-2058. 

Rhie, C. M., 1986, "A Pressure Based Navier-Stokes Solver Using the 
Multigrid Method," AIAA Paper 86-0207. 

Shyy, W., and Braaten, M. E., 1986, "Three-Dimensional Analysis of the 
Flow in a Curved Hydraulic Turbine Draft Tube," International Journal of 
Numerical Methods in Fluids, Vol. 6, pp. 861-882. 

Shyy, W., and Braaten, M. E., and Burrus, D., 1989, "Study of Three-
Dimensional Gas-Turbine Combustor Flows," International Journal of Heat 
and Mass Transfer, Vol. 32, pp. 1155-1164. 

Shyy, W., Tong, S. S., and Correa, S. M., 1985, "Numerical Recirculating 

Double-diffusive convection appears in situations where two 
species of different molecular diffusivities coexist and the spa
tial gradients of these species are opposing. Since its discovery 
in 1956 in an oceanographic context, understanding of this 
subject has greatly increased and it has become a mature area 
of research. Many applications of double-diffusive convection 
can be found in such diverse disciplines as fluid dynamics, 
aerophysics, geology, oceanography, limnology, and energy 
technology. The subject has attracted the attention of applied 
mathematicians, engineers, and scientists. 

The aim of this Chapman Conference is to bring together 
researchers from these various disciplines, and provide them 
an opportunity to discuss recent advances and future challenges 
in a common forum with an informal setting. This is partic
ularly appropriate in an era where the literature is vast and 
diffusion of knowledge across traditional disciplinary bound
aries occurs slowly. It is expected that the meeting will act as 
a catalyst for researchers to integrate their expertise with that 
of others in different fields. 

The meeting will consist of seven sessions, each of which 
will be initiated by a keynote speaker, who will represent dif
ferent application areas within the overall theme of double-
diffusive convection. Ample time will be devoted to discussion 
during each session and some oral sessions will be followed 
by posters. Thursday afternoon will be free for the participants 
to gather for discussions of their choice or to visit Arizona 
State University. The size of the conference will be limited to 
about 125 participants. 

Letter of Intent 
A letter of intent containing a proposed title for a presen

tation should be sent to the address below by June 1, 1993: 
Double-Diffusion Chapman Conference 
American Geophysical Union 
2000 Florida Avenue 
Washington, DC 20009 

A copy of the letter should also be sent to Joyce Arambultz, 

Flow Calculation Using a Body-Fitted Coordinate System," Numerical Heat 
Transfer, Vol. 8, pp. 99-113. 

Shyy, W., and Vu, T. C , 1991, "On the Adoption of Velocity Variable and 
Grid System for Fluid Flow Computation in Curvilinear Coordinates," Journal 
of Computational Physics, Vol. 92, pp. 82-105. 

Towne, C. E., 1984, "Computation of Viscous Flow in Curved Ducts and 
Comparison with Experimental Data," AIAA Paper 84-0531. 

Vu, T. C , and Shyy, W., 1988, "Navier-Stokes Computation of Radial Inflow 
Turbine Distributor," ASME JOURNAL OF FLUIDS ENGINEERING, Vol. 110, pp. 
29-32. 

Vu, T. C , and Shyy, W., 1990, "Navier-Stokes Flow Analysis for Hydraulic 
Turbine Draft Tubes," ASME JOURNAL OF FLUIDS ENGINEERING, Vol. 112, pp. 
199-204. 

Double-Diffusion Meeting, Department of Mechanical and 
Aerospace Engineering, Arizona State University, Tempe, AZ. 
85287-6106 (Fax: 602-965-1384: Tel: 602-965-8641). 

Preparation of Abstracts 
Abstracts should be prepared according to standard AGU 

abstract format. The deadline for receipt of the abstracts is 
July 1, 1993. They should be sent to the AGU address. 

Travel Support 
Funding is being requested from the National Science Foun

dation and the Office of Naval Research Laboratory. If fund
ing is received from these agencies, a limited amount of travel 
support will be available for scientists and research students 
based on individual need. Application forms for travel support 
can be obtained from the American Geophysical Union at the 
address listed above. 

Publication 
Participants are also invited to submit a full-length paper 

to be included in a special AGU publication (book) entitled 
"Double-Diffusive Convection." These papers are due on Jan
uary 1,1994. However, no obligation exists for any participant 
to submit a formal paper. 

Location 
The conference will be held at the Holiday Inn Conference 

Center and Resort located in the heart of downtown Scottsdale, 
Arizona. Scottsdale is located a few miles from the Phoenix 
Sky Harbor International Airport. Sky Harbor is served by 
all major airlines, and is the major hub of America West 
Airlines. Scottsdale is well known for its major attractions for 
visitors, with restaurants specializing in international cuisine, 
golf courses, arts and crafts, exhibitions and much more. Most 
of these attractions are within easy walking distance of the 
conference site. 

AGU Chapman Conference on Double-Diffusive Convection 
November 3-November 6, 1993 

Scottsdale, Arizona 

Conveners: Harindra J. S. Fernando and Alan Brandt 
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LDV Measurements of Periodic 
Fully Developed Main and 
Secondary Flows in a Channel 
With Rib-Disturbed Walls 
Laser-Doppler velocimeter measurements of mean velocities, turbulence intensities, 
and Reynolds stresses are presented for periodic fully developed flows in a channel 
with square rib-disturbed walls on two opposite sides. Quantities such as the vorticity 
thickness and turbulent kinetic energy are used to characterize the flow. The in
vestigated flow was periodic in space. The Reynolds number based on the channel 
hydraulic diameter was 3.3 x l(f. The ratios of pitch to rib-height and rib-height to 
chamber-height were 10 and 0.133, respectively. Regions where maximum and min
imum Reynolds stress and turbulent kinetic energy occurred were identified from 
the results. The growth rate of the shear layers of the present study was compared 
with that of a backward-facing step. The measured turbulence anisotropy and struc
ture parameter distribution were used to examine the basic assumptions embedded 
in the k—e and k-e — A models. For a given axial station, the peak axial mean-
velocity was found not to occur at the center point. The secondary flow was de
termined to be Prandtl's secondary flow of the second kind according to the measured 
streamwise mean vorticity and its production term. 

Introduction 
A noncircular cross-section channel with rib-disturbed walls 

is often used in heat exchanger systems for augmentation of 
the heat transfer. For instance, the internal cooling passages 
of the turbine blades can be approximately simulated as a 
rectangular channel with two opposite rib-disturbed walls. The 
main characteristic in modelling this kind of flow field is that 
an equivalent roughness factor often cannot be assumed for 
the discrete ribs since the ribs disturb the core flow significantly 
(Davalath and Bayazitoglu, 1987). Accordingly, the funda
mental work on this type of flow field has tended to focus on 
the development of semi-empirical correlations (Bergles, 1988). 
To promote the advancement of numerical simulations on the 
ribbed-channel flows, detailed measurements of the flow struc
ture over the repeated ribs are imperative. 

For a rectangular duct with one surface roughened by a 
periodic rib structure, Drain and Martin (1985) performed 
laser-Doppler velocimetry (LDV) measurements for the fully 
developed flow condition. The measured data were compared 
with two-dimensional k — e predictions. The mean reattach
ment length was found to be seriously underestimated. Ko-
bayashi et al. (1984, 1985) numerically studied the same type 
of flows using the k—e model and large eddy simulation. The 
distributions of two-dimensional mean velocities, turbulence 
energies, and shear stresses by both methods were quite dif-

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
November 4, 1991. Associate Technical Editor: D. M. Bushnell. 

ferent behind the ribs. Fodemski (1987) presented the fluid 
flow and temperature field for air flowing through a channel 
with one ribbed heated wall obtained using the k—e model. 
Qualitative comparison between the simulated (Fodemski, 
1987) and laser holographic interferometry measured (Lockett 
and Collins, 1986) isotherms was made. Furthermore, the 
agreement between the predicted and measured Nusselt number 
distributions was found to be unsatisfactory behind the ribs. 
For a square duct with rib-roughened walls on two opposite 
sides, Yokosawa et al. (1989) measured the fully developed 
turbulent flow with a hot-wire anemometer. The coefficient 
of flow resistance and secondary flow pattern were presented. 

It is clear from the above-mentioned studies that a better 
understanding of detailed flow structure in rib-disturbed chan
nels by performing nonintrusive quantitative measurements of 
various turbulence parameters is needed for reducing the afore
mentioned discrepancies between the predicted and measured 
results. In addition, the quantitative data base for a rectangular 
channel with rib-disturbed walls on two opposite sides is still 
scarce. Consequently, the present paper aims at experimentally 
characterizing the complex flow structure in a rectangular 
channel with periodic rib turbulators on two opposite walls in 
terms of the mean velocity vector, reattachment length, vor
ticity thickness, and contour maps of various turbulent pa
rameters. Both periodic fully developed mean and secondary 
flows have been measured. Furthermore, the isotropy of tur
bulence and the structure parameter distribution are examined 
to evaluate the basic assumptions embedded in k— e turbulence 
models. Non-intrusive measurements were made using LDV 
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Fig. 1 Schematic drawing of overall experimental system 

in the present work, since the flow reversal behind and in front 
of the rib turbulators and the large turbulence fluctuations 
along the separated shear layers make the use of the hot-wire 
technique impractical. Regions where the LDV measurements 
were inhibited were observed with flow visualization. 

Experimental Program 

Experimental Apparatus. The flow system and LDV ex
perimental setup in the present work, Fig. 1, is similar to that 
described in Liou et al. (1990a). Please refer to this earlier 
paper for more detail. The LDV optics is a two-color four-
beam two-component system. A 4-W argon-ion laser with 514.5 
nm(green) and 488 nm(blue) lines provided the coherent light 
sources. Both forward and off-axis scattering configurations 
were used in the experiment; the former gave a probe volume 
of 1.69 mm X 0.164 mm and the latter 0.74 mm x 0.164 mm 
inside the test section. The entire LDV system was mounted 
on a milling machine with four vibration-isolation mounts, 
allowing the probe volume to be positioned with 0.01 mm 
resolution. The light scattered from salt particles with a nom
inal 0.8 /urn was collected into a photomultiplier and subse
quently downmixed to the appropriate frequency shift of 0.1 
to 10 MHz. Then two counter processors with 1 ns resolution 
were used to process the Doppler signals and feed the digital 
outputs into a microcomputer for storage and analysis. De
pending on the location of the probe volume in the flow, typical 
coincidence rates were between 500 and 3000 s~' with a 50 /JS 
coincidence window. 

Test Model and Conditions. The test channel, shown in 
Fig. 2, was 900-mm in length and 60 mm X 30 mm in cross-
sectional area, and made of 5-mm Plexiglas. The top and 
bottom walls of this channel were covered by square ribs of 
size4mm X 4 mm (Wr/H= 1 and H/2B = 0.133). The leading 

III 

I : Sett l ing Chamber 

II :Test Section 

III: Smooth Duct 

Unit: m m 
A 
B 
H 
Wr 
Pi 

30 
15 
4 
4 

40 

Fig. 2 Sketch of configuration, dimensions, and coordinate system of 
rectangular duct with repeated rib pairs (Uncertainty in H:±0,1mm, in 
Wr:±0.1mm, in A and B: ± 0.3 mm, in axial position: ±0.1mm, in trans
verse position: ±0.1mm, in spanwise position: ±0.1mm) 

edges of the first pair of ribs were placed 100mm downstream 
of the bell-shaped 10:1 contraction. 

It is expected that the flow pattern will repeat itself from 
pitch to pitch, i.e., become periodic when fully developed (at 
a sufficient distance downstream of the first pair of ribs). Note 
that the flow is periodic in space, not time. Along the central 
plane Z/A = 0, measurements of the periodic fully developed 
flow were obtained at 23 stations on a grid with 0.5H spacing 
between the 10th and 11th rib pairs. Verification of the periodic 
fully developed condition is shown in Fig. 3 for a typical station 
X/H = -1.0. The repeatability is found to be within ±2 
percent for both mean and fluctuating components. At each 
station the measurements were made at 13 to 21 locations. 
Because the cross-sectional aspect ratio of the test channel was 
2:1, the velocity measurements were also taken in three trans
verse planes at X/H = -0 .5 , 2.0, and 7.0 (Fig. 2). In each 
transverse plane the measurements were made at 104 to 130 
points in the (+ Y, — Z) quadrant, since the flow was deter
mined to be reasonably symmetric across the Z = 0 plaen (Fig. 
4) and Y = 0 plane. Quadrant to quadrant average variations 
were within ±0.5 percent of L/REF- The bulk mean velocity 
£̂ REF = 12.95 m/s was used to non-dimensionalize the exper
imental results and corresponded to a Reynolds number of 
3.3 X 104, where the hydraulic diameter of the channel was 40 
mm. 

Results and Discussion 

Uncertainty Estimates. Representative values of uncer
tainty estimates are noted in figure captions. More detailed 
uncertainty estimates and velocity bias correction are included 
in Liou et al. (1988, 1990a). There were typically 4096 reali
zations averaged at each measuring location. The statistical 

A 
B 

Dh 

H 
k 

LR 

Pi 
PR 
Re 

= half width of duct (30mm) 
= half height of duct (15mm) 
= duct hydraulic diameter 

(40mm) 
= rib height (4mm) 
= turbuleiyt_kinetic energy, 

/t=3/4(tt2+y2) 
= reattachment length 
= pitch length (40mm) 
= pitch ratio (= Pi/Wr = 10) 
= Reynolds number 

(=p£ / R E F zy f t ) 

u 
u 

u 

t^REF 

-uv 
V 
V 

V 

streamwise mean velocity 
streamwise velocity fluctua
tion 
streamwise turbulence inten
sity ( = (w2)1/2) 
duct bulk mean velocity, 
£/REF= 12.95 (m/s) 
turbulent shear stress 
transverse mean velocity 
transverse velocity fluctuation 
transverse turbulence intensity 

( = (VY2) 

w = 
w = 

w = 

Wr = 
X = 
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e = 

A = 
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J«< = 

spanwise mean velocity 
spanwise velocity fluctuation 
spanwise turbulence intensity 
(^(w2)1/2) 
rib width (4mm) 
streamwise coordinate 
transverse coordinate 
spanwise coordinate 
dissipation rate of turbulent 
kinetic energy 
vorticity thickness 
air density 
laminar viscosity 
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Fig. 3 Verification of periodic fully developed flow condition (Uncer
tainty in U/UREF and V/UREf: less than ±3.2 percent, in u'IURBF and v'l 
UREF: less than ±4.4 percent) 
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Fig. 4 Spanwise distributions of axial (U), transverse (V), and spanwise 
(IV) mean-velocity profiles at X/H = 0.2 (Uncertainty: see Fig. 3 caption) 

errors in the mean velocity and turbulence intensity were less 
than 1.8 and 2.2 percent, respectively, for a 95 percent con
fidence level. The well known weighting method of Mc
Laughlin and Tiederman and the constant time-interval 
sampling mode were used to correct velocity bias for regions 
where local turbulence intensity was below and above 25 per
cent, respectively. The difference between corrected and un
corrected data sets was found to be below 2.6 percent. The 
counter processor with 1 ns resolution, together with a Bragg 
cell and an electronic downmixer, gave a typical error within 
0.2 percent. For the range of atomizer pressure setting used, 
the saline solution was mixed to produce particles from 0.5 to 
1.2 jim. This particle diameter range is appropriate in gas flows 
in which turbulence frequencies exceeding 1 KHz are to be 
followed (Durst et al., 1976). 

Flow Field in Longitudinal Plane Z = 0 

Mean Flow. The vector plot in Fig. 5 shows flow con
traction between the upper and the lower ribs as well as flow 
expansion and separation downstream of rib pairs for periodic 
fully developed flow in a one-pitch module. The acceleration 
of core flow by the geometric contraction can be more easily 
seen from the contour map of the nondimensionalized stream-
wise and transverse mean velocity components. This is shown 

l . O i 

0.5 

0.0-

-0.5 

Re =33000 
0 } I%REFI H/2B = 0.133 PR=10 

-1.0. 
i i i 1 1 i i i r 

- 1 0 1 2 3 4 5 6 7 J l X/H 
(Solid Line: Dividing Streamline) 

Fig. 5 Mean flow pattern in terms of velocity vectors (Uncertainty in 
U/UREF: less than ±3.2 percent) 

0,25 -p.27o.i,o.o U/UREF Isolines 

0 . 0 J 

i i 1 1 1 i 1 1 1 1 1 

- 1 0 1 2 3 4 5 6 7 8 - 1 X/H 
Fig. 6 Streamwise and transverse mean-velocity contours (Uncertainty: 
see Fig. 3 caption) 

in Fig. 6. The acceleration starts from about X/H=l (U/ 
t/ref= 1.45) to X/H= 1.5 (C//£/REF = 1.65). Also note that V/ 
£/REF changes sign around X/H=1.8, indicating transition of 
flow from expansion to contraction, that is, the extent of the 
upstream effect of the successive rib pair. The dividing stream
line separates the core flow from the main recirculating flow 
behind the rib and reattaches onto the wall at X = 3.5 ± 0.2H 
which is close to the 3.7±0.3H measured by Hijikata et al. 
(1984) using a hot-wire anemometer for a similar flow field 
with larger pitch (PR =15) and rib height (H/2B = 0.2). The 
center of the main recirculation zone is located approximately 
at X/H = 1.3 and Y/H = ±0.8. Corner vortices in front of 
and behind the rib, which were not measured by the LDV, can 
be seen in oil-film drop flow-visualization and are 0.4 ±0.2 
mm and 0.8 ±0.2 mm long, respectively. 

Turbulence. The contour maps of the turbulent kinetic 
energy and Reynolds shear stress are shown in Fig. 7. It is seen 
that the shear stress is high in the regions where the mean-
velocity gradient is steep (Fig. 6). The maximum shear stress 
at each streamwise station X/H first occurs along the dividing 
streamline for 0 < X / / f < 3 and then along a horizontal band 
at. a distance 0.7±0.2H away from the wall (Y/B =1.0) for 
X/H>3. In the meantime the value of maximum -UV/U2

REF 
increases up to 0.08 as X/H increases from 0 to 3, but sub
sequently decreases with increasing X/H. Moreover, the shear 
stress decreases toward the centerline ( 7 / 5 = 0) and toward 
the concave corner in the separated recirculating zone. Similar 
behavior also occurs for k/UiEF, Fig. 7, since the production 
of turbulent kinetic energy is related to the product of shear 
stresses and the mean velocity gradients. There are two more 
aspects worth pointing out. First, the peak of maximum tur-
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Fig. 7 Contours ofjteynolds shear stress and turbulent kinetic energy 
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R E F I : less than ±4.8 percent, in k/Ume- less than 
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Fig. 8 Measured and computed streamwise and transverse turbulence 
intensity profiles in one-pitch module (Uncertainty: see Fig. 3 caption) 

bulent kinetic energy is 20 percent of t/ |EF and occurs ap
proximately 0.6 ±0.3 rib heights upstream of reattachment {X/ 
H=3.5). Similar results have also been measured by others in 
sudden expansion pipe or channel flows where the peak of 
streamwise turbulence intensity was found to occur at ap
proximately one step height upstream of reattachment (Eaton 
and Johnston, 1981). Second, the minimum A7£/REF in the 
entire pitch module occurs inside the separated recirculating 
zone and near the concave corner (X/H=0, Y/B= 1.0), and 
has a value 0.04 which is only one-fifth of the aforementioned 
peak value. This provides a rationale for the poor heat transfer 
measured in the concave corner formed by the intersection of 
the rib rear edge and channel wall (Liou and Hwang, 1991; 
Lockett and Collins, 1990). 

Isotropy. A check of isotropy for the turbulence flow field 
investigated is useful in guiding turbulence modelling efforts. 
Figure 8 depicts the distributions of both axial and transverse 
turbulence intensities throughout the entire pitch module. For 
regions around the centerline u' is found to be 1.5 times v' 
and for other regions u' « 2 u ' . In other_ words, Fig. _8_shows 
that the turbulence is anisotropic with u2 = 2.25 to 4v2 in the 
Z = 0 plane. Consequently, the_ standard k-e turbulence 
model, which can not distinguish u2 from v2, is not appropriate 
to be applied to the flow field investigated in this work. The 
predicted results using a two-dimensional algebraic Reynolds 
stress model (referred to as the k-e-A model in this study), 
described in detail in Liou et al. (1990b), are indicated in Fig. 
8 and are found to be in fair agreement with the measured 
data. The quatitative discrepancies between the computed and 
measured results shown in Fig. 8 are partly due to the three-
dimensional effect of the flow field, as will be shown shortly, 
and partly attributable to the basic assumption that uv is pro
portional to k, an assumption embedded in the k-e-A model. 
Figure 9 depicts the contour map of the structure parameter 
I uv/k I. As one can see the measured I uv/k I is in the range 
of 0.1 to 0.4, whereas it is often specified by researchers as 
0.3 (Harsha et al., 1970) or 0.24 (Launder, 1975). 
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Fig. 9 Structure parameter contours (Uncertainty in \Uvlk\: less than 
± 8.8 percent) 
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Fig. 10 Vorticity thickness as a function of axial distance (Uncertainty 
in A: less than ±5.2 percent) 

Vorticity Thickness. The vorticity thickness (Ellzey et al., 
1988; Westphal et al. 1981), an index of shear layer growth, 
is defined as 

d(U/AU) ~l 

A = 
dY 

AU is the largest (local) velocity difference across the shear 
layer (Umax- t/min). Figure 10 shows the variation of A down
stream of the rib. The vorticity thickness of the separation 
bubble is found to grow approximately linearly with axial 
distance. The growth rate dA/dX is about 0.58 which is two 
times that of the backward-facing step (Ellzey et al., 1988). 
According to a review of research on subsonic turbulent flow 
reattachment by Eaton and Johnston (1981), the mixing layer 
growth rates are increased by increasing the freestream tur
bulence level. For the present cyclic fully developed flow, the 
turbulence intensities w'/t /R E F and u'/C/REF in the region be
tween the upper and lower ribs are typically 20 to 30 percent 
(Fig. 8), which is considerably higher than the upstream tur
bulence level of the backward-facing step flows investigated 
previously. This rapid growth of the mixing layer and, to some 
extent, the significant three dimensionality of the flow field 
(as will be shown in the following section) account for the 
short reattachment length found in the present study, which 
is one-third to one-half of the reattachment length found in 
the backward-facing step flow (Eaton and Johnston, 1981). 

Spanwise Flow Structure. Secondary flow has been as
sumed to be responsible for the insensitivity of heat transfer 
performance to the angle of attack of the rib (Han, 1988; Han 
and Park, 1988), although without any direct evidence. Con
sequently, a direct measurement of secondary flow in the ribbed 
channel is worthwhile and the measured results of V and W 
are shown in Fig. 11 in terms of a vector plot. There is only 
one secondary flow cell in each quadrant of a channel cross 
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Fig. 11 Secondary-flow vectors in X/H = 2.0 and 7.0 planes (Uncertainty 
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Fig. 13 Streamwise, transverse, and spanwise turbulent-intensity con
tours (Uncertainty in u'IUREF and v'lUREf: less than ±4.4 percent, in w'l 
UREF: less than ±5.8 percent) 
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Fig. 12 Streamwise mean-velocity contours in X/H •• 
(Uncertainty: see Fig. 3 caption) 

0.0 
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section, a result different from the well-known two secondary 
flow cells in each quadrant of a channel cross section in the 
smooth channel (Fujita et al., 1989; Speziale, 1986). Moreover, 
the magnitudes of Fand W in Fig. 11 are approximately ten 
times those in the smooth channel (Fujita et al., 1989; Speziale, 
1986). The center of the secondary flow cell is toward the side 
wall, (Y/B = 0.35, Z/A = -0.9) for X/H = 2.0 and (Y/B 
= 0.42, Z/A = -0.99) for X/H = 7.0, and the extent of 
the cell is about one half of a quadrant. Figure 11 also depicts 
the secondary flow in the X/H = 2.0 plane (across the sep
arating bubbles), which is two to three times stronger than that 
in the X/H =7.0 plane (across the redeveloping region). As 
for the spanwise distribution of the streamwise mean velocity, 
Fig. 12, another contrast between the ribbed and the smooth 
channels is revealed. The maximum i//L/REF at a given X/H 
station no longer occurs at the center point (Y/B - 0, Z/A 
= 0), as in the smooth channel case, but instead occurs at (Y/ 

B = 0, Z/A = ±0.27) in the X/H = - 0.5 plane (not shown) 
and at (Y/B = 0, Z/A = ±0.46) in the X/H = 7.0 plane. 

Figure 13 depicts the streamwise, transverse, and spanwise 
turbulence intensity contours. The shapes of the w'/[/REF. v'/ 
£/REP and w' /t/REF contours are similar and maximum values 
of all three components are found to occur along a horizontal 
band separated from the ribbed wall at a distance the same 
as, or slightly lower than, the rib height. Quantitatively, the 
values of v' / t/REF and w' / t/REF are less than those of u' / t/REF 
at all measured X/H stations. These observations may suggest 
that the v' / C/REF and w' / [/REF fluctuations receive their energy 
from the w'/f/REF fluctuations by means of pressure interac
tions (Tennekes and Lumley, 1970). Figure 13 also shows an-
isotropy of the turbulence, which is consistent with the 
observation made earlier from Fig. 8. The v'/UREF and w'/ 
t/REF contours differ mainly in the regions near the side wall, 
- 1 < Z/A < - 0.7 in Fig. 13, and one rib height from the ribbed 
wall, 0.7< Y/B<1.0. Note that the secondary flow is most 
pronounced in these regions, as shown in Fig. 11. Conse
quently, the secondary flows may be triggered by the aniso-
tropy of i>'/£/REF and w'/C/REF in these regions. Such 
turbulence-generated secondary flows are generally called 
Prandtl's secondary flows of the second kind (Perkins, 1970) 
and represent streamwise mean vorticity (fi) production. Figure 
14 presents the generated fi and the dominant vorticity pro
duction term d2 (v2 - w2)/dydz of secondary flows of Prandtl's 
second kind. Consistency is clearly demonstrated as one com
pares Fig. 14(a) with Fig. 14(6), Fig. 13(u'/[/REFand w7l/REF), 
and Fig. 11. Further, the vorticity production term shown in 
Fig. 14(6) is found to be an order of magnitude larger than 
that in the corresponding smooth channel (Brundrett and 
Baines, 1964). 

Summary and Conclusions 
The main and secondary flow fields in a rectangular channel 

with ribs on two opposite walls under a cyclic fully developed 
condition have been characterized using laser-Doppler velo-
cimetry and flow visualization. In the Z = 0 plane, the sep
arated mixing layers immediately downstream of the rib pair 
are found to grow linearly with axial distance and faster than 
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Fig. 14 (a) Streamwise mean-vorticity contour; (b) production term of 
Prandtl's secondaryjlows of the second kind (Uncertainty in Q: less than 
±9.6 percent, in S^v2- w*)ldydz: less than ±10.4 percent) 

those of a backward-facing step, resulting in a shorter reat
tachment length. Both Reynolds shear stresses and turbulent 
kinetic energy have maximum values distributing along hori
zontal bands at a distance of about 0.7H from the ribbed walls 
and minimum values in the regions near the channel centerline 
and concave corners within the separating bubbles. These re
sults should provide useful information for heat transfer stud
ies in this area. The degree of turbulence anisotropy and the 
distribution of the structure parameter measured in the present 
work also provide important data base for examining the basic 
assumptions embedded in the standard k-e model and the 
k-e-A model. 

At a given X/H station the streamwise mean-velocity con
tours show two peaks occurring at {Y/B = 0, 0.25 < \Z/ 
A I <0.5), a result not reported previously and differing from 
the smooth-wall channel case. The secondary flow field con
tains one recirculating cell, instead of the two cells in the 
smooth-wall channel case, for each quadrant. The streamwise 
mean vorticity is found to be Prandtl's secondary flow of the 
second kind and is most pronounced in the regions where the 
transverse and spanwise turbulence intensity contours indicate 
major differences. 
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Real Gas Effects for Compressible 
Nozzle Flows 
Numerical simulation of compressible nozzle flows of real gas with or without the 
addition of heat is presented. A generalized real gas method, using an upwind scheme 
and curvilinear coordinates, is applied to solve the unsteady compressible Euler 
equations in axisymmetric form. The present method is an extension of a previous 
2D method, which was developed to solve the problem for a gas having the general 
equation of state in the form p =p(p, i). In the present work the method is generalized 
for an arbitrary P-V-T equation of state introducing an iterative procedure for the 
determination of the temperature from the specific internal energy and the flow 
variables. The solution procedure is applied for the study of real gas effects in an 
axisymmetric nozzle flow. 

1 Introduction 
The numerical solution of the compressible Euler equations 

has been reported by several authors, but all of these methods 
were developed mainly for perfect air. The incorporation of 
the real gas effects requires the introduction of a general equa
tion of state. In the present paper a generalized method is 
presented for the simulation of real gas flows and test cases 
are presented for nozzle flows. 

In recent years efforts have been made by many authors for 
the construction of algorithms for the solution of the equations 
of gas dynamics with real gas effects (Collela and Glaz, 1985; 
Liou et al., 1990; Grossman and Walters, 1989; Glaister, 1988; 
Drikakis and Tsangaris, 1991). These efforts mainly originated 
in the numerical investigation of hypersonic flow fields using 
an equation of state in the form/) =p(p, i), wherep, p, / are 
the pressure, density, and specific internal energy of the gas. 
In the aforementioned papers modern numerical methods, as 
Flux Vector Splitting methods and Riemann solvers, have been 
modified for hypesonic flow simulation. All the above meth
odologies concern ap=p(p, i) E.O.S. and they can not directly 
be used for a P-V-T equation of state. 

Drikakis and Tsangaris (1991) developed a real gas method, 
in combination with a Riemann solver, for the discretization 
of the inviscid fluxes, introducing thermodynamic parameters, 
such as the pressure derivatives with respect to density and 
specific internal energy. This method can not directly be used 
for an arbitrary P-V-T E.O.S., because it needs the definition 
of the pressure as a function of the density and the specific 
internal energy. In the present paper, this method is extended 
to apply to any P-V-T equation of state by an iterative pro
cedure for the determination of the temperature from the spe
cific internal energy. On the other hand, the extension of the 
2-D method in axisymmetric form, with source terms, is pre
sented. The solution of the inviscid axisymmetric gas dynamic 
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equations with source terms is obtained by a Godunov type, 
finite volume scheme. The variation of the pressure along a 
characteristic line is calculated in terms of the thermodynamic 
parameters. The present method is general because it does not 
make any assumption in the real gas manipulation, formulating 
the real gas problem along the characteristic lines in conserv
ative form. The method has the advantage that it can also be 
used for P-V-T equations of state, while the methods men
tioned in the literature have been developed on the basis that 
pressure is a function of the density and the specific internal 
energy or on the basis of an "equivalent" ratio of specific 
heats. 

The solution procedure is used for the numerical simulation 
of real gas effects in an axisymmetric convergent-divergent 
nozzle. Results and differences from the perfect gas assumption 
are presented for nitrogen and superheated steam flow. The 
study of real gas effects is also presented for the gas flow with 
the addition of heat. The introduction of the heat source terms 
causes large variations in the gas flow, especially in the tem
perature field. 

2 Governing Equations 
The Euler equations for axisymmetric gas flow with real gas 

effects and source terms, such as a volumetric heat addition, 
are solved. The equations can be written in an extended con
servation law form for a generalized coordinate system as: 

where 

Ut + Ei + G(+rH=Q 

U=J(p, pu, pw, e)T 

E = J(pU, PUu+p£x, pwU+pHz, (e+p)U)T 

G = J(pW, puW+plx, pwW+p£z, (e+p)Wf 

(la) 
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H=- (pw, puw, pw2, (e+p)w)T 

z 

e = pi+.5p(u2+w2) (lb) 

If r = 1 the equation is in axisymmetric form. If r = 0 it is in 
2-D form. The source term Q contains a volumetric heat ad
dition. 

Q = .7(0,0,0, q)T 

Body fitted arbitrary coordinates £, f are used and the Ja-
cobian of the transformation £ = £(*, z), f = f ( * , z) from 
Cartesian coordinates x, z to generalized coordinates £, f is 
written as: 

J=X(Z[-Z(X{ 

The quantities p, />, w, w represent the density, the pressure 
and the Cartesian velocity components respectively and e, i 
represent the total energy and the specific internal energy. The 
indices (){, () f denote partial derivatives with respect to £, f. 
The formulation of the governing equations is completed by 
a general equation of state in the form: 

p=p(p, i) or p=p(p, T) 

where T is the temperature of the gas. 
The solution is obtained by an implicit procedure. The first 

order in time discritized implicit form of Eq. (1) is written as: 

Ar 
+ En

i
 + 1 + Gn

i
 + l + rH"=Q (2) 

A Newton method can be constructed for t/"+1 by linearizing 
the fluxes in Eq. (2) about the known time level n. Then Eq. 
(2) is written as follows: 

where 

At/ 
— + (A"AU)k + (C"AU)[=RHS 

RHS=-{El + G" + rH")+Q 

(3a) 

(3ft) 

A, C are the Jacobians of the flux vectors E, G, respectively, 
and AC/ is the time variation of the solution. 

The fluxes on the right-hand side are calculated at the cell 
faces of the finite volume by a linear, locally one dimensional 
Riemann solver (Godunov type differencing) (Eberle, 1985). 
The characteristic flux averaging scheme is of third accuracy 

in space and locally monotonic. The Jacobians of the fluxes 
of the left-hand side are formulated for a general equation of 
state. 

3 Real Gas Formulation 
The Euler equations are splitted into two one-dimensional 

equations. 

L/, + £ j = 0 

U, + Gt=0 

The Riemann invariants are a transformation of noncon-
servative Euler equations on the characteristic directions. These 
invariants are given by the following expressions: 

p-p0-s
2(p-p0)=0 (4a) 

(w-w0)x- (u-u0)z = 0 (4b) 

p-pi+ps[x(u-ui) +J£(W-W>I)] = 0 (4c) 

p-P2 + ps[-x(u-u2)-z(w-w2)] = 0 (4d) 

The subscripts indicate the point locations (points on the 
characteristic lines) at which pJt pJt Uj, Wj,j = 0, 1, 2, should 
be interpolated. 

Since we make use of the homogeneous property, the in
variants have to be inverted into conservative variables. Con
sidering that the pressure can be written as a function of the 
density and specific internal energy, p=p(p, i), we obtain: 

Ap=ppAp+PiAi (5) 

Our goal is to formulate the equations by means of the 
pressure derivatives pp and/>,. The development of the method 
for a general equation of state is analytically presented in the 
literature (Drikakis and Tsangaris, 1991). 

Finally, we find the conservative cell face flow values p, 
l=pu,n = pw,e from which the Euler fluxes on the right-hand 
side of Eq. (3), can be calculated. All the conservative values 
are given by the following equations: 

P = Po + P + ri + r2 (6a) 

l=l0 + ri(u + sx)+r2(u-sx) +xd+up (6b) 

n = n0 + rl(w + sz) +r2(w-sz) +zd+wp (6c) 

e = d\0+ (H+s\0)pi+(H-s\0)p2 

+ e + p(q2 + pQ)-p0?-Q (6d) 
\ Pi) Pi 

with 

N o m e n c l a t u r e 

, C = Jacobians of the flux vectors 
e = total energy per unit volume pp = 

, G = flux vectors 
( = specific internal energy p = 

J = Jacobian matrix s = 
H = total enthalpy T = 
p = pressure u, w = 
Pi = pressure derivative with re

spect to internal energy U -

pressure derivative with re
spect to density 
density 
sound velocity 
gas temperature 
Cartesian velocity compo
nents 
conservative solution vector 

At/ = time variation of the conserv
ative solution vector 

J, f = Body fitted coordinates 
x, z = Cartesian coordinates 

X{ = eigenvalues 

Indices 
n = iteration level 
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p=£LU-eo-PoQR-

e= ul0 + wn0 

d-p0\0-l0x-n0'z 

and 

Xo = ux + wz 

ri=-jr\pi(-s\0 + Q)+li(-u- + sx\ 

+ «,( ~w- + sz) + <?,-{ (Id) 

r2 = ~^T \PI(S\ +Q) -h( - u - + sx 

(la) 

(lb) 

(7c) 

+ n2i-w
El + sz\+e2

Eil (le) 

H is the total enthalpy while the sound velocity s and the 
term Q are given as: 

and the internal energy is defined by: 

i(p, I, n, e ) = - - 0 . 5 
P 

(l2 + n2) 

The analytical expressions of Jacobian matrices and the ei
genvectors for a real gas can be found in reference (Drikakis 
and Tsangaris, 1991). 

The above formulation of the method imposes the calcu
lation of the thermodynamic derivatives of the pressure. These 
derivatives are approximated by the values of the pressure, 
density and the specific internal energy on the left and right 
states of the volume cell face. These approximations are de
fined as follows: 

1 1 
Pi = —.\^(P(pR, 'R)+P(PL, IR)) 

1 
(p(PR,k)+P(.PL,iL))[ (9a) 

Pp= — \^(P(PR, h)+P(PR, k)) 

-^(p(pL,iR)+P(PL,iL))\ (9b) 

s2=p-2+pp (8a) for A;V0, Ap^O and 

and 

2p p 

The x, z terms contain metric derivatives: 

(86) 

= — , z—— 

The implementation of the method in the right-hand side of 
the equation, in order to include real gas effects, is obtained 
by the derivation of the Jacobian matrices and the eigenvectors 
for a general equation of state. For this reason, as with the 
expressions on the right-hand side, the matrices on the left-
hand side are defined by introducing the pressure derivatives. 
The Jacobian matrix A is defined as follows: 

A = 
8E (dE dE dE 8E 

dU \dp' dl' dn de 

Pi=2 [PP(PL, i) +PP(PR< i) 1 

Pp = ^{PP(p, k)+PP(p, is)] 

(9c) 

(9d) 

In accordance with the assumption that the pressure is a 
function of the density and the internal energy, the partial 
derivatives for the pressure are given by the following relations: 

T~(P> 01 ; , n, e = T~(P, 0 I ; + T - ( P , /, n, e) l , , „, „—(/>, i)\„ 
op dp dp at 

TT (P. 0 lp, n, e = ~r: (p, 0 I pj, (P» '> n> e) K, n, e 

T" (p. 0 lP, ;, e = -rr (p, i) \p— (p, I, n, e) \Pi /, e 

T - (P. 0 l„, ;, n = -rr (p, ;') l„— (p, /, n, e) \Pt ,, „ 
de di de 

for A;' = 0, Ap = 0, respectively. 
Where 

A(.) = C ) * - ( . ) L 

The indices R, L represent, for a cell face /+ 1/2, the volumes 
i + 1 , ;', respectively (Fig. 1(a)) . 

4 Coupling of the Temperature With the Specific In
ternal Energy 

The equations of state for real gases are defined either by 
the density and the specific internal energy or by the density 
(or specific volume) and the temperature (P-V-T equation of 
state). To the second category belong the best known equations 
of state. In this case the calculation of the temperature of the 
gas is needed because from the conservative variables only the 
internal energy can be defined. For a real gas the specific 
internal energy is defined by the following relation: 

'<*"-S(s)*+!(*)," (lto» 
The derivaitve in the second term of the above relation is 

the specific heat for constant voluem v. 
The derivative of the internal energy in the first term can 

be calculated by the pressure and the pressure derivative with 
respect to temperature as follows: 

SM! (106) 
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Fig. 1 Typical control volume and labeling scheme-Computational mesh 
50 x 25 for the JPL nozzle 

The specific heat for constant volume c„ for a real gas de
pends on the specific volume and the temperature, while for 
a perfect gas depends on the temperature alone. On the other 
hand, if the temperature of the gas is greater than the critical 
temperature (Tv) the variations of the cv are not large (Hittmair 
and Adam, 1971). Thus a first approximation can be consid
ered with constant cv. 

For the Van der Waals equation of state: 

RT a 

and using Eqs. (10a, 6), the specific internal energy can be 
defined as follows: 

i(T, v)-i(T0,v0) = Jc, dT-a[l-± 
v v0 

(Hfl) 

Thus a value for the temperature can be defined by the 
known specific internal energy. If we consider that cv is a 
function of the pressure and the density, an iterative procedure 
is needed in order to satisfy Eq. (1 la ) . An iterative procedure, 
such as the Newton-Raphson technique, is also necessary if 
the internal energy from the Eq. (10a) is a complex function 
of the temperature. For instance if we consider the Benedict-
Webb-Rubin equation of state and assuming, for the sake of 
simplicity, that T> Tc, the Eq. (10a) is written as follows: 

i=T-T-2fdv)+Mv) (116) 

where/! (v),f2(v) are functions of the specific volume. From 
Eqs. (11a) or (116) by an iterative procedure we can find the 
temperature and consequently the pressure from the P-V-T 
equation of state. 

5 Heat Addition 
In the computational method, source terms have also been 

introduced in order to simulate real gas flows with the addition 

Present results (perfect air) 
•> ° Experiment 

1.75 

Fig. 2 Wall pressure distribution. Perfect air 

of heat. As it seems from the results in the following section 
of the real gas effects are stronger when heat is added in the 
gas flow. The source term is defined in terms of an algebraic 
function F(x, y) as (Merkle and Choi, 1987): 

q = Pmin{2F3/2-3F+l, 1) 

where 

F(x, y) = 
(x2-xl)

2+(z2-zi)
2 

(xu Zi) is the position of the maximum heat addition. The 
source term is normalized by the coordinate (x2, z2). In the 
nozzle calculations we consider the position of the maximum 
heat addition at the axis of the nozzle in the throat region. 
The parameter P is defined as input parameter. For the present 
test cases P= 1 x 107 W/m3. 

6 Results and Discussion 
The computational code in axisymmetric form is used form 

the simulation of the gas flow into JPL nozzle (Fig. 1(6)). 
For the present conical nozzle with angles of convergence 45 
deg and divergence 15 deg, experiments for the perfect air have 
been performed by Cuffel et al. (1969). The computational 
mesh is 50 x 25 grid points. Grid dependence studies (Drikakis, 
1991) have shown that finer meshes do not influence the ac
curacy of the solution in the case of the axisymmetric nozzle 
flow. The present flow is a steady flow problem. In order to 
accelerate the convergence to steady state solution, the local 
time stepping technique is used. The time step is varied in the 
computational domain by the following relation: 

At = 
CFL 

max( IX,-1) 

where Ay, y' = 0, 1, 2 are the eigenvalues of the equations while 
CFL is the Courant-Friedrichs-Lewy number. The unfactored 
implicit procedure allows the use of CFL numbers up to 150. 
The CPU time on a workstation computer system (main pro
cessor consists of the R3000 and R3010 floating point copro
cessor with 20-MHz clock frequency) is 30 min for the perfect 
gas case. 

Comparison, in Fig. 2, of the ratio of static pressure to 
stagnation pressure along the wall with the corresponding ex
perimental results shows the reliability of the numerical method. 
In Fig. 3 comparison is also presented with the experimental 
results for the Mach number distributions. 
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Fig. 3 Iso-Mach lines. Perfect air 

Table 1 Summary table of the equations for the test problems 

Euler equations written in curvilinear coordinates system and axisym-
metric form. 

U, + Ei + Gi + rH=Q 

Van der Waals EOS 

RT a_ 
P~v-b~v2 

Benedict-Webb-Rubin ROS (A0, B0, C0, a, b, c, y, a constants) 

RT Co\ 1 

Tl v 
1 act 

+ [B0RT-~A0--r2)-+(bRT-a)- + -
v v 

c ( l 4 
* ) 1 / 7 

3 e x P -Zi 

Coupling of the specific internal energy with the temperature 

i(T, v)-i(T0, v0). ]C»' dT-a 1 j _ 
v v0 

As a first test case for the real gas flow in the J P L nozzle, 
the nitrogen flow has been studied. For the present cases the 
Van der Waals E .O .S . , the Benedict-Webb-Rubin E .O .S . and 
the constant compressibility factor have been used. The set of 
equations which are solved for the test problems is summarized 
in Table 1. 

In Figs. 4(a) and 4(b), comparisons of the pressure and the 
temperature distributions at the wall are presented. In those 
figures comparisons between "pe r fec t " nitrogen with Van der 
Waals E .O .S . , Benedict-Webb-Rubin (BWR) E .O.S . and ni
trogen with a constant compressibility factor z=pv/RT=03 
are presented. From these figures we observe small differences 
in the temperature distributions, between the two equations 
of state (Van der Waals , BWR) and the perfect gas assumption. 
Greater differences are presented for the constant compress
ibility factor z = 0.3 especially in the temperature distribution. 
A significant result is that the ideal gas assumption underpre-
dicts the temperature distribution in the supersonic region of 
nozzle. The influence of real gas on the supersonic region is 
stronger because of the compressibility effect. 

The pressure rise in the throat region just downstream of 
the tangency is larger for z = 0 .3 . This result is important be
cause the pressure rise influences significantly the boundary 
layer and the heat transfer in high temperature gas flows. For 
the above test cases the calculation of the temperature is ob
tained for each computat ional volume by an iterative process 
(Newton-Raphson) and for each time step. This increase the 
computational cost by a factor of two. 

Another test case is the flow of superheated steam through 
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Fig. 4{b) 

4{a,b) Wall pressure and temperature distributions for nitrogen 

the J P L nozzle. The real gas behavior of the steam is described 
by thermodynamic relations (Galis, 1990) which have been 
incorporated as thermodynamic subroutines in the computa
tional code in order to obtain real gas flow simulation. These 
subroutines also define the specific heats for constant volume 
and pressure as function of the p, T: 

cv = cv(p, T), cp = cp(p, T) 

The flow of superheated steam has also been studied with the 
addition of heat using the source term. In Fig. 5 the pressure 
distributions for perfect and real steam are shown and the 
differences are small. In the case of heat addit ion, not shown 
here, the pressure rise is larger than the corresponding rise in 
the case with no heat addit ion. On the other hand, large dif
ferences between steam as perfect gas and steam as real gas 
are presented in the temperature field (Fig. 6). The influence 
of real gas effect is stronger in the case of heat addition (Fig. 
6). Finally in Fig. 7 differences for perfect and real steam 
(without heat addition) in the location of the isotemperature 
lines are shown. The real gas effects are significant especially 
in the divergent region (supersonic) of the nozzle where the 
compressibility is stronger. 

7 Conclusions 
A previous real gas method (Drikakis and Tsangaris, 1991) 
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Fig. 6 Wall temperature distributions for superheated steam 

is generalized for any P-V-T equation of state. Using the pres
ent method it is not necessary to consider the pressure as a 
function of the density and the specific internal energy. The 
pressure can be a complex function of the density or the specific 
volume and the temperature. In this case thermodynamic equa
tions are used in order to correlate the thermodynamic and 
the flow variables. Numerical simulation of the nitrogen and 

Fig. 7 Iso-temperature lines for superheated steam (PG = perfect gas, 
RG = real gas) 

steam flow in an axisymmetric nozzle shows that the ideal gas 
assumption underpredicts the temperature distribution along 
the wall of the nozzle, while there are significant differences 
between perfect and real gas in the temperature profiles. Dif
ferences between perfect and real gas in the pressure distri
bution are small. On the other hand, in the case of heat addition 
the influence of the real gas on the temperature distribution 
is more intense; that means that the reformulation of the com
putational methods for real gases is necessary for the under
standing of the complex gas flows. 
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An Inverse Inviscid Method for the 
Design of Quasi-Three-Dimensional 
Turbomachinery Cascades 
The calculation of the blade shape, when the desired velocity distribution is imposed, 
has been the object of numerous investigations in the past. The object of this paper 
is to present a new method suitable for the design of turbomachinery stator and 
rotor blade sections, lying on an arbitrary axisymmetric stream-surface with varying 
streamtube width. The flow is considered irrotational in the absolute frame of 
reference and compressible. The given data are the streamtube geometry, the number 
of blades, the inlet flow conditions and the suction and pressure side velocity dis
tributions as functions of the normalized arc-length. The output of the computation 
is the blade shape that satisfies the above data. The method solves an elliptic type 
partial differential equation for the velocity modulus with Dirichlet and periodic 
type boundary conditions on the (potential function, stream function)-plane (*, 
•*). The flow angle field is subsequently calculated solving an ordinary differential 
equation along the iso-$ or iso-^r lines. The blade coordinates are, finally, computed 
by numerical integration. A set of closure conditions has been developed and dis
cussed in the paper. The method is validated on several test cases and a discussion 
is held concerning its application and limitations. 

Introduction 
The design of each blade row of a turbomachinery com

ponent is usually carried out in two steps. A meridional plane 
calculation is initially performed, which specifies the position 
of the axisymmetric streamtubes, along which the blade sec
tions will be placed. Then, a blade section design method is 
employed in order to specify the blade geometry. Such blade 
section design methods have already been developed, in the 
past for both incompressible and compressible flows. Most of 
them apply to plane cascades only and use a variety of nu
merical techniques. 

The present work started four years ago, following an un
successful effort to utilize Wilkinson's (1967) method for plane 
cascades in incompressible flow. Earlier work (Papailiou, 1967) 
had already convinced the authors that the flexibility offered 
by an inverse method was necessary in order to obtain optim
ized blade shapes. In setting out to develop such a method, 
two additional requirements were imposed, namely, that this 
inverse inviscid method should support the design optimization 
procedure presented by Bouras et al. (1991) and that it should 
be capable to deal with the general case of an arbitrary rotating 
cascade. 

Reviewing the existing literature, it was decided to follow 
the work of Schmidt (1980) and Zannetti (1986), which matched 
our background accordingly. The corresponding methodology 
can be traced back to Stanitz (1953). 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY 
OF MECHANICAL ENGINEERS and presented at the International Symposium on 
Methods in Turbomachinery, Portland, OR, June 23-26, 1991. Manuscript 
received by the Fluids Engineering Division August 6,1991. Associate Technical 
Editor: W. Tabakoff. 
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The present inverse inviscid flow calculation method is ad
dressing the rotating cascade case lying on an arbitrary axi
symmetric surface with varying streamtube width. It makes 
use of Schmidt's equations but it then diverges, as will be seen, 
in the formulation of the problem, the numerical techniques 
used, as well as the closure conditions. 

Position of the Problem and Development of the Equa
tions 

Our task will be to compute a closed blade section shape of 
a peripheral cascade (Fig. 1), given the stream surface shape, 
the streamtube width variation with the meridional distance 
(m), the approximate number of blades N, the inlet stagnation 
conditions (PT\, TTl) and velocity vector W, the meridional 

Fig. 1 Schematic representation of an annular cascade 
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position of the inlet stagnation point m\, the rotational speed 
u> and the desired outlet flow angle fe Assumed given, as well, 
are the suction side velocity distribution and an approximate 
pressure side velocity distribution versus arc length. The num
ber of blades and the pressure side velocity distribution will 
change during the computation, in order to obtain a closed 
profile, with the constraint to alter them as little as possible. 

The flow is considered steady, inviscid compressible subsonic 
at the inlet and irrotational in the absolute frame of reference. 

The (<£, \fr) natural coordinates which form the transformed 
plane (Fig. 2) are defined by the relations 

V s * = (W + <oXr) (1) 

n X V I f = p ( A n ) W (2) 

where n is the unit vector normal to the axisymmetric surface 
and Vj() is the surface gradient operator. In this transformed 
plane (Fig. 2(6)), which corresponds to the physical plane 
presented in (Fig. 2(a)), the continuity and rotation free equa
tions may be written in the form (Bonataki, 1991) 

Al(\nW)^ + A2(\nW)\ + AJ,(\nW)(l> + AA(\nW)n 

+ A5(\nW)\ + A6(\nW)4, + Al(\nW)H 

+ A%(\nW)^\nW)r¥A9 = 0 (3) 

d/3_ 

=F\(W,P,R, (An)) 

=F2(W,(3,R, (An)) 

(4) 

(5) 

The expression for the coefficients A1 to A9 and F\, F2 func
tions are given by Bonataki et al. (1991). In the above form 
$ and ^ have been introduced as independent variables, while 
the velocity modulus and the flow angle are the dependent 
ones. During the calculation procedure only one of Eqs. (4) 
and (5) is utilized, as they are equivalent. 

The Boundary Conditions on the (<i>, ir)-Plane 
Having performed the transformation from the physical to 

the (*, ^)-plane (Fig. 2), the next steps is to investigate the 
corresponding boundary conditions. We consider 

(a) The integral mass flux conservation equation, in the form 

„ , u/ Ri cosffi (Aw)! 

R2 cos/32 (An)2 
(6) 

(b) The integral momentum equation in the following form 

T = ( V-ds= ( Wds + Tl=^(RiVul-R2Vu2) (7) 

where 

ri = I coR2dd (la) 

(c) The isentropic flow relations, combined with the energy 
conservation equation (conservation of the relative total 

^2) 
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Fig. 2 Schematic representation of a blade passage of an annular cas
cade 

enthalpy) along a meridional streamline, result to the fol
lowing expression 

Pi 

P\ 
1 + w\-u\ wj-uf\Vy~1 

2-CpTi 2-CpTx 
(8) 

Making use of the above equations, it is possible to calculate 
the flow conditions at the cascade exit (j>2, W2). It is not 
possible, however, to specify "a priori" the value of the cir-

N o m e n c l a t u r e 

A1...A9 = differential equation coef
ficients 

Cp = specific heat at constant 
pressure 

m = meridional distance 
n = outward unit vector 

N = number of blades 
p = pressure 
R = radius modulus 
r = radius vector 
T = temperature 

u = 
V = 

w = 
(3 = 
7 = 

r = 
An = 

e = 
p = 
* = 

peripheral velocity 
absolute velocity 
relative velocity 
flow angle 
isentropic exponent 
circulation 
streamtube thickness 
peripheral distance 
density 
potential of the absolute 
flow 

* = 
OJ = 

Subscripts 
m = 
T = 

u = 
1 = 
2 = 

stream function 
rotational speed 

meridional component 
total thermodynamic 
quantities 
peripheral component 
inlet quantities 
outlet quantities 
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culation T, using the problem data and Eq. (7), if a rotating 
cascade is considered. For doing this, the integral Tl must be 
known, which, in our case, may be computed only when the 
cascade geometry is known. This explains one of the difficulties 
of the inverse methodology applied to arbitrary rotating cas
cades, as, only when the radius R is constant the value of Tl 
is zero. During the computational procedure the integral Tl 
will be given an initial reasonable value and corrected accord
ingly, each time a blade shape is computed. In any case, the 
value of r must be compatible with the imposed value of the 
outlet flow angle B2, so that, if the suction side velocity dis
tribution (being the most sensitive) must be maintained, the 
pressure side velocity distribution must be chosen to satisfy 
this value of T. 

Considering, again, Fig. 2, periodic conditions are imposed 
along the ((AB), (EZ)) and ((TA), {HQ)) pairs of bound
aries. W($) is specified along the suction and pressure side 
solid boundaries and the corresponding value of * is calculated 
from the following relation 

d$=Wds + uRld8 (9) 

Along the inlet and outlet stations the flow is uniform with 
velocities and flow angles, W\, W2 and Bu B2, correspondingly. 
Consequently, if \f,

£ = \f,
z = M'//=M'e = 0 is the streamfunction 

value characterizing the lower boundary, then the one char
acterizing the upper boundary is, according to Eq. (2), 

A¥ 
2irR} 

= PlWlcosBl—^-(An)l 

= P 2W 2cosj3 2^(A«)2 = A* (10) 

the upper boundary being a streamline, ¥A = ¥B = ¥r = '¥&-

The Numerical Integration of the Equations 
Equations (3) and (4) or (5) are solved in the ($, ^)-plane, 

which in general is nonorthogonal. If one considers suction 
and pressure side extensions of equal length in the periodic 
zones (to facilitate the application of the periodicity condi
tions), then the computational domain on the ($, ^)-plane 
takes a trapezoidal form (Fig. 2). A nonuniform discretization 
of the ($, ty) boundary regions was found to be efficient, 
permitting the stretching of the grid lines in the near-leading 
and near-trailing edge regions of the blade section, where the 
velocity gradients are large. In view of the above, the resulting 
grid on the ($, SfO-plane, composed only of straight lines, is 
generally skewed and stretched. In order to increase the gen
erality of the solver and the accuracy of the solution, avoiding 
at the same time complexities (such as patched grid techniques), 
an additional body-fitted coordinate transformation is per
formed, which maps the (<3>, ̂ -p lane to an orthogonal (£, n)-
plane with square cells (Fig. 2). 

The resulting equation on Win the (ij, «)-plane is discretized 
using of second-order accurate finite-difference/finite volume 
centered schemes. The discrete equation is, then, linearized 
transfering all nonlinear terms ((In IF)2, for example) to the 
right-hand side (fixed point algorithm). The resulting system 
of algebraic equations, which has a 9-diagonal banded, non-
symmetric characteristic matrix, is solved iteratively using the 
MSIP method (Zedan and Schneider, 1983; Chaviaropoulos 
etal . , 1986). 

Once the velocity field is computed, the flow angle field is 
obtained integrating the ordinary differential Eqs. (4) or (5), 
along the iso-« or the iso-£ lines. A fourth-order Runge-Kutta 
method is used for this step. In practice, Eq. (4) is first inte
grated along the cascade mean streamline and the computed 
/3-mean streamline values are used as initial conditions for the 
integration of Eq. (5) along the iso-£ lines. The above procedure 

provides the complete /3($, ty) field and, consequently, the 
blade coordinates. 

The Computational Algorithm 
A computational algorithm was constructed, outlined by the 

following steps (without considering the conditions for the 
profile closure, which will be examined later). 

Step 1: The exit plane flow quantities are calculated through 
Eqs. (6) and (8). A value for the integral Tl is assumed and 
a velocity distribution for the pressure side compatible with 
the value of the circulation T issued from Eq. (7) is established. 
The values of the potential differences A$l^ and A$lp are 
specified. 

Step 2: A first approximation of the ($, *)-plane contour 
is considered and the boundary conditions for the velocity 
(through Eqs. (9) and (10)) and the angle (utilizing plausible 
angle distributions), are specified. The interior grid points of 
the region (BFHZ) are established using a simple linear pro
cedure. In the upstream (ABZE) and downstream (TAGH) 
regions, the grid is constructed, in a way that periodic con
ditions can be checked without interpolation. The complete 
velocity and flow angle fields are initialized making use of the 
values at the boundaries, through a linear interpolation. An 
initial estimate of (AM) and R for each node is made, as well. 

Step 3: The coefficients Ai(i = 1 , 9 ) appearing in Eq. (3) 
are calculated. 

Step 4: Equation (3) is solved for W(<b, ^r) using the nu
merical scheme described in the previous section. At the end 
of the computational procedure involved in this step, the values 
of W at the periodic boundaries will have been updated along 
with the complete velocity field. 

Step 5: The flow angle 8($, ^r) is computed after numerical 
integration of equations (4) and/or (5) in the manner described 
in the previous section. During this procedure, new angle values 
are computed at the boundaries, as well. 

Step 6: The blade section shape 8 = 8 (in) is computed 
using the following geometrical relations, valid along a stream
line 

m= \ cos ds = m(s) 

sin/3 
> - ! 

R 
ds = 6(s) 

(11) 

(12) 

Utilizing these relations, the values of m and 8 are computed 
along streamlines for the whole flow field, as well. An inter
polation procedure is used in order to estimate the new set of 
values R(m(s)) and An(m(s)), which will be used, along with 
the updated values of the angles. 

The exit conditions are calculated at station (2), using the 
same procedure as in STEP 1. The integral Tl is then computed 
and its new value is used to update V. The pressure side velocity 
distribution is in turn modified in order to satisfy the new value 
of the circulation. The boundaries and associated conditions 
can then be established for a new ($, ^)-plane. A new grid is 
thus generated on the (<&, ̂ )-plane, moving along ^-lines and 
computing each time the value of $ corresponding to the pre
viously updated values of the velocity field. 

Step 7: Steps 3 to 6 are repeated until convergence is 
achieved. 

As observed before, the blade section shape obtained from 
the above described computational procedure is not necessarily 
closed. 

Results and Discussion 
Even before starting discussing various aspects of the method, 

it will be useful to present some calculation results. It is easier 
to present them for a plane two-dimensional cascade. Figure 
3 presents a turbine cascade in the physical plane and the 
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Fig. 3 An example of a cascade and its velocity distributions 
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«*•) "* pressure side" 
(a) The grid of the (*,vi/)-plane 

ZZL 

(b) iso-velocity lines in the ($,W)-plane 

(c) iso-p lines in the (0,W)-plane 
Fig. 4 The corresponding to Fig. 3 ($, *)-plane and some computational 
results 

corresponding velocity distributions along the lower and upper 
boundaries calculated with a direct method. The generated grid 
is shown in Fig. 4, along with the fields of W($, *) and /3($, 
^ ) . The resulting velocity field W(m, Rd) has been plotted in 
Fig. 3(a). As demonstrated above, one of the attractive features 
of the present method is the simplicity of the employed grid, 
which can be generated using simple algebraic techniques. 

Several stationary cascade and isolated airfoil test cases were 
used in order to validate the accuracy and capabilities of the 
present inverse calculation method. The considered cases were 
selected in order to cover as many geometrical configurations 
as possible and the complete Mach number range of application 
of the method. Exact cases were used whenever that was pos-
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Fig. 5.1 The Gostelow cascade (test case 1) 
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Fig. 5.2 The Hobson cascade (test case 2) 

sible, while a direct method of calculation was used, when the 
velocity distributions corresponding to a given blade shape, 
were not known. Inevitably, slight inaccuracies in the results 
of the direct calculation method resulted in inaccuracies of the 
computed blade shape by the inverse method. A complete 
outline of the test cases utilized for the validation of the method 
are reported by Bonataki (1991). In order to demonstrate the 
capability of the method, some "reproduction" cases were 
chosen and presented here (Fig. 5). Besides the turbine case 
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Fig. 5.3 A radial inflow turbine (test case 3) 
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Fig. 5.4 A wind turbine hub blading (test case 4) 
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Fig. 5.5 Rotating turbine with variable R(m) distribution (test case 5) 

presented above the validation test involves, the Gostelow 
(1963) exact case (incompressible flow, compressor cascade), 
the Hobson (Jones, 1985).exact case (high Mach number, high 
turning, low pitch to chord ratio), a radial inflow turbine case 
(Katsanis, 1969) (strong variation of R(m), rotational, varia
tion of An(m))> a hub wind turbine case (Boletis, et a l , 1988) 
(high pitch to chord ratio, high stagger), a second rotating 
turbine case (variation of R(m)). Good results are obtained 
for all cases demonstrating that the present inverse calculation 
procedure is numerically sound. 

In view of the cases considered up to now, one may state 
that, for the present method slightly supersonic Mach numbers 
are permitted, while the inlet and outlet conditions must be 
always kept subsonic. Camber presents no problem, while large 
pitch to chord ratios certainly up to 10 may be accomodated. 

Typically, the number of grid points utilized for the cal
culations presented above is (78 X 15) and the computed time 
needed for the complete solution was 20 CPU sec in an AL-
LIANT FX-80 computer. 

It has been already stated that, if this procedure is applied 
using two arbitrary suction and pressure side velocity distri
butions, it does not necessarily produce a closed blade section. 
The conditions for blade section closure have been expressed 
in various ways up to now. Generally speaking, three integral 
or global conditions must be satisfied (Papailiou, 1967; Volpe, 
1990, Goldstein (unpublished lecture)). For transonic flow, no 
explicit expression for these conditions has been derived to our 
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Fig. 6 Study of the variation of the velocity distribution produced by 
a local change of the blade shape near the trailing edge 

Fig. 7 Study of the variation of the velocity distribution produced by 
a local change of the blade shape near the leading edge. 

knowledge for both the single airfoil case and the arbitrary 
quasi-three dimensional cascade case. 

An extensive investigation was undertaken in the present 
work, in order to decide about the appropriate overall param
eters, which should be employed for controlling the closure of 
the profile. Rather than utilizing the usual integral conditions, 
it was decided to employ two parameters, which were sensitive 
and convenient. Finally, the ratio of the pressure to suction 
side arc length and the pitch to chord ratio were chosen. This 
last parameter can be controlled by modifying either the num
ber of blades or the blade chord. Numerical tests have dem
onstrated that the above chosen parameters control the relative 
movement of the pressure and suction side trailing edge points 
in two directions, which are quasi-perpendicular. Conse
quently, it is not only possible to have these points coincide 
(closed blade) but to position them at a desired distance, as 
well. This last possibility is used in order to obtain a closed 
blade after subtracting from the calculated shape the displace
ment thickness, when a viscous-inviscid interaction method is 
used. In practice it has been seen that very few iterations are 
required for profile closure. 

In order to facilitate the numerical calculation, the analytical 
solution for the flow around a cylinder in the vicinity of the 
forward stagnation point has been implemented in the cal-
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Fig. 8 Study of the d e p e n d e n c e of the veloci ty distr ibut ion produced 
by a uniform change of the blade thickness 

culation method. The knowledge of an analytic solution in a 
region, where gradients are particularly important, facilitates 
the numerical procedure. On the other hand, as this solution 
relates the local radius of curvature with the velocity slope in 
the stagnation point region, the nose of the profile can be a 
priori improsed as desired. The same considerations are valid 
for the trailing edge region. However, it was found that in 
practice such measures were not necessary for both rounded 
and wedge trailing edge shapes. 

When choosing a pair of suction and pressure side velocity 
distributions, some other aspects of the blade shape can be 
considered beforehand, as well. The resulting blade shape 
thickness is one of the most important aspects, on which con
straints are quite often imposed. In fact, it is possible to an
ticipate such constraints by chosing appropriate blade surface 
velocity distributions. 

In Figs. 6, 7, and 8 the computational results are presented 
from a study performed on the geometry of a straight cascade, 
concerning trailing edge, leading edge and thickness influence 
on velocity distributions. Although a particular cascade ge
ometry is addressed, the conclusions that are drawn apply to 
the general case. 

The above study may provide information on how one may 
deal with the choice of the leading and trailing edge velocity 
distributions, as well as, with certain aspects of the mechanical 
constraints imposed during the blade design phase. As one 
example we present in Fig. 9 a turbine blade which was used 
as starting point and the thicker blade that was obtained by 
increasing the level of the suction and pressure side velocity 
distributions while keeping, at the same time, the initial inlet 
and outlet flow conditions. This particular design is quite re
vealing, because changes in the velocity distribution were in
troduced in such a way, so that the maximum velocity along 
the blade surfaces was not increased. On the other hand, the 
linear part of the inlet velocity was kept intact, so that the 
radius of curvature at the inlet was conserved. This particular 
design was obtained by applying the closure conditions as 
mentioned above and demanding that the suction side trailing 
edge point coincides with the corresponding pressure side one. 

Conclusions 
A new inverse inviscid calculation method for designing 

arbitrary stationary and rotating subsonic or slightly transonic 
axisymmetric cascades, has been presented. 

The method was developed to match the corresponding in
verse viscous method for the design of optimum blade shapes 
presented by Bouras et al. (1991). 
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Fig. 9 Design of a thicker profile using the present inverse inviscid 
flow method 

One of the advantages of this method is that there is no need 
for an initial blade shape to start with. Additionally, the prob
lem is formulated on the ($, ^)-plane and solved imposing 
periodic type boundary conditions upstream and downstream 
of the blade section. So the velocity distributions along periodic 
boundaries are updated during the solution for the velocity 
field and no particular iterations are needed to calculate the 
velocity distribution there. 

The numerical results presented, concern a variety of ge
ometries and flow conditions. The flexibility and the limita
tions of the method have been, thus, demonstrated. 

Another important feature of this work is the way that 
profile closure is achieved. Two geometrical parameters, the 
pitch to chord ratio and the chord length, are used as control 
parameters. Changing these two parameters, iteratively, the 
profile closes in a few iterations. 

Additionally, an analysis was attempted, providing infor
mation on the influence of the imposed velocity distributions 
to the geometrical aspects of the blade section shape. These 
aspects are essential to the designer for structural reasons. As 
a conclusion it is stated that the leading edge curvature is related 
to the velocity distribution slope there. The trailing edge shape 
depends on the velocity distribution at this region. Finally, the 
thickness of the profile is directly relative to the mean value 
of the velocity distributions. 
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An Investigation of Nucleating 
Flows of Steam in a Cascade of 
Turbine Blading 
During the course of expansion in turbines steam first supercools and then nucleates 
to become a wet mixture. To reproduce turbine nucleating conditions realistically 
requires a supply of supercooled vapor. This can be achieved under blow-down 
conditions and an experimental facility for such studies has been constructed. The 
results of the first experimental investigation of nucleating flows of steam in a cascade 
of nozzle blading using the equipment are presented. The experimental resutls pre
sented consist of surface pressure measurements, Mach-Zehnder and shadow pho
tography. Comparisons with theoretical solutions show reasonable agreement. 

Introduction 
This paper is one of a set describing the results obtained on 

a novel experimental facility constructed to study the problems 
associated with the flow of nucleating and wet steam in tur
bines. It is accepted in the literature that turbine stages op
erating on wet steam have a lower thermodynamic efficiency 
than those in which steam is superheated. The difference is 
loosely attributed to wetness losses but the mechanisms un
derlying them are insufficiently understood. The rule still 
quoted for estimating the performance of wet turbine stages 
is an empirical formula proposed by Baumann in 1921. It was 
estimated by Traupel (1979) that some 80 percent of the power 
consumed in the world is developed in steam driven power 
stations. Thus any progress in understanding leading to im
proved performance, however small, will yield substantial eco
nomic dividends. 

The development of nucleation theory has been of help to 
the study of wetness problems in turbines, as the equations 
describing droplet formation and growth can be combined with 
the standard gas dynamic conservation equations to form a 
set and treated numerically. With progress in the development 
of numerical methods, treatments of two-dimensional flows 
of nucleating and wet steam are becoming available (Bakhtar 
and Mohammadi Tochai, 1990; Yeoh and Young, 1984; Bakh
tar and Bamkole, 1989 and Bakhtar and So, 1991). However, 
before they can be employed as design tools with any confi
dence, it is necessary that they be validated against direct ob
servations, but experimental measurements suitable for this 
purpose are scarce. For example, in the study of nucleating 
flow of steam in the blade-to-blade plane by the time-marching 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
September 2, 1991. Associate Technical Editor: W. Tabakoff. 

method reported by Bakhtar and Mohammadi Tochai (1980), 
although differences were exhibited by the nucleating and su
perheated solutions, the findings could not be confirmed by 
experimental measurements due to lack of direct observations. 

Experimental investigations of condensing flows in turbines 
are hindered by the fact that at low and moderate pressures 
the supercooling associated with the first reversion of steam 
is substantial. For this reason the zones of rapid condensation 
in steady state tunnels occur in the supersonic parts of the 
flow. This is in contrast to conditions in turbines where because 
of work extraction steam can nucleate without attaining the 
speed of sound. Thus the turbine nucleating and wet steam 
flow conditions cannot be reproduced in steady state tunnels 
realistically. To produce nucleation is subsonic flow requires 
a supply of supercooled steam. It has already been demon
strated that such a supply can be be produced under blow 
down conditions (Bakhtar and Heaton 1986). This has been 
followed by the construction of a short duration tunnel work
ing on this principle (Bakhtar et al., 1991) and this paper gives 
some of the special features of the equipment and the first set 
of experimental results which have been obtained. 

Description of the Equipment 

Principle of Operation. The principle of operation of the 
equipment may be described with reference to the enthalpy-
entropy diagram shown as Fig. 1(a). If a receiver is charged 
with steam at Pi and then vented until the pressure drops to 
P2 the steam remaining in the tank will have expanded to expel 
the fluid which has been discharged. Under these circumstances 
the vapor temperature drops faster than its saturation tem
perature. Thus if the initial and final states of the fluid are 
represented by A and B, respectively, the fluid will be less 
superheated at B than at A. Now to generate supercooled 
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Fig. 1(a) Expansion paths 
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Fig. 1(b) Variations of nucleation rate with pressure and degrees of 
supercooling 

steam, if the tank is initially charged with saturated steam at 
Pi as represented by point E and then vented, without nu
cleation on attaining pressure P2 the tank contents will be 
supercooled at F. The variations of nucleation rate with su
percooling at constant pressure, calculated from equations cur
rently in use by the authors (Bakhtar and Zidi, 1990), have 
been plotted in Fig. 1(b). For flowing steam, the limiting su-
persaturation at 1 bar is over 30K and with reference to the 
line showing nucleation at 1 bar in Fig. 1(b), it will be seen 
that the nucleation rate for this condition is approximately 
1020 droplets per kg per second. But at 1 bar and 22K of 
supercooling the nucleation rate is 1010. Thus returning to Fig. 
1(a) if on expansion to point F the steam is supercooled by 
20K it can be retained at this condition for a considerable 
period without the danger of reversion. Supercooled steam 
thus produced can be used for experimental purposes and only 
a moderate further expansion is sufficient to cause it to nu
cleate. 

General Arrangement The general features of the equip
ment are shown schematically in Fig. 2. Except for the length 
of the tank, the diagram is approximately to scale indicating 
the relative sizes of the components. The receiver is a tank of 

FLCW PASSAGE THPOOGH 
TKST SECTION 

Fig. 2 General arrangement 

28 m capacity. Valve (1) is a quick acting valve with a typical 
opening time of 70ms and release the flow through the test 
section to the condenser. The test section is essentially a stain
less steel fabrication which holds two cover plates 76mm apart. 
The blade profiles to be investigated are mounted on circular 
supporting plates which fit into the test section. Valve (2) is a 
butterfly valve and used for setting the downstream pressure. 

With the general principle as described to generate super
cooled steam the receiver is first charged with saturated steam 
and then vented to the condenser. This has the effect of ex
panding the content to predetermined degrees of supercooling 
without the penalty of giving it kinetic energy. Supercooled 
steam thus generated then passes to the test section. The open
ing of the quick-acting valve is followed by starting transients 
which then decay. Thereafter a quasi-steady flow is established 
in the test section which can be studied. 

To minimize thermal contact between the tank walls and the 
steam content a thin aluminium shield is fitted close to the 
inside surface of the tank. 

The receiver volume was sufficient to choke a throat area 
of 4500 mm2 with a drop in stagnation pressure of 1 percent 
per second. The total throat area of the cascade used in the 
present study was approximately half the above value. Hence 
once a quasi-steady state was reached the drop in the upstream 
stagnation pressure was corresponding slower. 

To supply the blades with supercooled steam, as shown by 
the dotted lines in the view of the flow passage through the 
test section in Fig. 2, the flow passage between the test section 
inlet and the cascade of the blades is arranged as a contraction. 
It is also possible to feed the cascade with wet steam with 
predetermined droplet sizes. For this purpose, as shown by the 
chain dotted line in the diagram, the inlet passage can be 
arranged as a venturi. With steam supercooled at inlet, ex
pansion in the convergent part of the venturi will cause it to 
nucleate. Then application of suction to the walls of the di
verging section ensures that the droplets are retained. 

Main Features of the Test Section. A photographic view 
of a cascade of blades is given in Fig. 3. The profiles were 

Nomenc la ture . 

J = nucleation rate 
P = pressure 
T = temperature 

Ts(P) = saturation temperature cor
responding to pressure P 

Suffixes 
0 = stagnation condition 

j = static 
2 = downstream 
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bar. This is regarded as the uncertainty in the measured pres
sures.
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Fig. 4 Arrangement of wall and blade surface tapping points

(b) Temperature Measurement. The temperature of steam
in the tank when superheated was measured by two shielded
thermocouples positioned approximately one meter from the
wall but the temperature of supercooled steam cannot be meas
ured by thermocouples directly. This is because steam con
denses on the surface of the instrument and the thermcouple
will indicate the saturation temperature. The procedure used
for evaluating the temperature of supercooled steam is given
in the Appendix. It is estimated that the deduced stagnation
temperatures of steam were to within ± 1 K.

(c) Mach Zehnder Interferometry. The interferometer used
was a standard instrument. Due to the short duration of the
run time it was not possible to observe the flow for setting up
purposes. Furthermore the sudden opening of the quick acting
valve causes the equipment to vibrate. To minimize the prob
lems the light source used was a pulsed laser with a pulse
duration of 50 ns.

Data Acquisition. Recording of data was controlled by a
micro-computer via an interface. The signals from the instru
ments after individual processing were fed each to a separate
sample and hold module. To take a set of readings all the
sample and hold units were signalled from the processor si
multaneously and subsequently scanned. For the latter purpose
the analogue signals were converted into digital form and stored
in the computer memory. Having completed a set of readings
the sample and hold units could be signalled once more and
the procedure repeated.

The time required to record one signal was 25 J.ls. Thus a
set of 96 readings could be recorded in 2.4 ms. The computer
memory was sufficient to record the data for 0.5 s during
which a large number of sets of readings could be recorded.
The start of data logging was triggered by an optical signal
from the movement of the quick acting valve. An adjustable
delay was interposed between the receipt of the signal and the
start of the data acquisition to allow for the transients to decay.

Fig. 3 Cascade assembly with cover removed

(a) Surface Pressure Measurements. To take surface pres
sure measurements during the short run times, each tapping
point was connected by a hypodermic tube to a separate pres
sure transducer. These were piezo-resistive instruments each
built integral with its own amplifier. To prevent formation of
vapor bubbles and protect the transducer elements from ex
posure to steam the connecting lines were kept full of oil and
purged when necessary. For this purpose the transducers were
mounted each in a separate cell in a special manifold block.
The cells were each fitted with an individual purge line. The
connecting lines were typically 0.5m in length and it is estimated
that the system has a response time of approximately lms. The
transducers were calibrated in situ through the data acquisition
system and the measurements were accurate to within ±0.01

based on a typical nozzle section of an operating turbine, and
were of 76mm length and 35.76mm chord. The pitch and axial
chord were 18.26 and 25.27mm, respectively. The cascade con
sisted of six blades and two half profiles forming seven pas
sages. The central passage was the effective test section and
was the focus of the instrumentation. To cater for different
measurements, the central three blades were formed into a
separate interchangeable unit. Two such units were used in the
present investigation one for surface pressure measurments,
the other for optical observations.

To carry out surface pressure measurements, tapping points
were drilled into the blade surfaces either side of the central
passage and into the side walls. The latter tapping points were
drilled along the mid passage line as well as upstream and
downstream of the blades. Near the trailing edge, the thickness
of the blade section was not sufficient to support tapping
points. To obtain some pressure measurements in this zone, a
number of tapping points were drilled into the side walls. The
arrangement of the tapping points relative to the central pas
sage is shown diagrammatically in Fig. 4.

The Quick Acting Valve. The quick acting valve consisted
essentially of a shutter with a rectangular opening and tapered
seating surfaces. In the open position the opening aligned with
similar openings in the flanges either side of it. In the fully
closed position the tapered surfaces of the shutter were pulled
against similarly shaped seats. The valve was actuated by a
pneumatic impact cylinder. External damping was provided to
arrest the shutter at the end of its stroke and the whole system
was designed as a self contained stress loop to minimize the
transmission of impulsive forces to the rest of the test section.

Instrumentation
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Fig. 5 Variations of typical wall pressures with time (Uncertainty in 
pressures ±0.01 bar, in time ±.05 ms) 

Experimental Results and Comparison With Theory 

Establishment of Quasi-Steady State. The variations of 
pressure with time at typical locations upstream and down
stream of the cascade are given in Fig. 5. As shown in Fig. 
5(a) the conditions undergo a transient change initially which 
was found to last up to 700 ms. Thereafter they became steady. 
As already stated the computer memory was sufficient to store 
the readings for 500 ms. Providing a delay of 700 ms was 
allowed before the data was recorded, no perceptible change 
in the reading was noted. 

Establishment of Periodic Conditions. The periodicity of 
the flow was monitored from the wall pressure tappings down
stream of the cascade. The tail-boards were adjusted until the 
conditions were regarded as the best which could be obtained. 
The quanlity of periodicity achieved can be see from the typical 
Mach Zehnder and Shadowgraphs to be presented in the fol
lowing paragraphs. 

Procedural Details. It was originally envisaged to super
cool the steam by using the bypass line prior to its release to 
the test section. Because of the high rate of heat transfer be
tween the steam and the tank walls it was found more efficient 
to blow down the tank through the test section and to trigger 
the data acquisition when the required conditions were reached. 

Theoretical Analysis. Two-dimensional two-phase flows 
of steam are capable of treatment by the time-marching method. 
Computer programs for the treatment of such flows using this 
technique were developed in earlier studies. Although further 
development of the treatment is necessary before it can be 
regarded as a reliable design tool, nevertheless the experience 
so far has shown the technique to be promising and solutions 
using the program have been used to compare with the ex
perimental results to be presented. The procedure which is 
based on Denton's method is essentially that described by 
Bakhtar and Mohammadi Tochai (1980). Following publica
tion of improved procedures by Denton (1982), the basic al
gorithm currently adopted is that described by Bakhtar and 
So (1991). 

Features of the Flow. A comparison between typical meas
ured surface pressure distributions for superheated and nu
cleating flows is given in Fig. 6. The distributions are almost 
identical on the pressure surface but there is a departure be
tween the two on the suction surface. This occurs just down
stream of the throat and corresponds with the zone of rapid 
condensation. 
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Fig. 7 Comparison of theoretical and measured surface pressures in 
nucleating test (Uncertainty in measured pressures ±.01 bar, in non-
dimensional distances ±.005) 

The measured and predicted surface pressure distributions 
of the nucleating test are compared in Fig. 7. The theoretical 
surface pressure distributions from the dry and nucleating so
lutions are compared in Fig. 8. It will be seen from Fig. 7 and 
comparison of Figs. 6 and 8 that the influence of condensation 
on the pressure distributions is predicted reasonably well by 
the theoretical solution. But with reference to Fig. 7, the pres
sure change associated with rapid condensation is smeared and 
appears as a knee in the theoretical solution. 

Typical shadow graphs of superheated and nucleating flows 
are given as Figs. 9 and 10 respectively. The trailing edge shocks 
are clearly visible in the photograph of the superheated test. 
The trailing edge shocks are weaker but still visible in the 
photograph of the nucleating test. A further dark line can be 
seen in the nucleating photograph downstream of the throat 
which is absent from Fig. 9. This corresponds in location with 
the departure between the measured pressure distributions on 
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Fig. 11 Contours of constant wetness fraction in theoretical solution
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Fig. 8 Comparison between theoretical nucleating and dry surface
pressure distributions

the suction surface and is a further indication of the zone of
rapid condensation. The dark lines downstream of the trailing
edge in Fig. 10 are caused by the presence of water films on
the windows. The patterns upstream of the leading edge are
also caused by water films and rivulets on the windows. The
dark line starting from the suction surface at approximately

half a chord length and continuing into the flow is caused by
deposits formed on the windows in earlier tests. Contours of
constant wetness fraction from the theoretical solution are
given in Fig. 11. The rapid condensation zone occurs just
upstream of 1 percent constant wetness line. The correspond
ence between this zone and the dark line in the shadowgraph
is also evident.
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Fig. 12 Superheated flow Po = 1.69 bar To = 424.2K Po/l>2. = 3.41

The measured pressure distributions along the mid-passage
line also differed after the rapid condensation zone. Because
of the large spacing between the tapping points in this zone,
the existence of a pressure change in the nucleating test could
not be detected from the measurements. Nevertheless the de
parture between the condensing and superheated distributions
was substantial.

The closest tapping points in the vicinity of the condensation
zone were on the suction surface and the measurements plotted
in Fig. 6 do in fact indicate a pressure rise. But it is not certain
whether these measurements give a true indication of the steep
ness of the pressure change in the condensation zone. No
pressure rise is indicated in this zone by the theoretical solutions
but it is already known that the time-marching method smears
such pressure changes.

Typical Mach-Zehner photographs of superheated and nu
cleating flows are given in Figs. 12 and 13, respectively. In the
zone of rapid condensation the fringe spacing is larger in Fig.
13 in comparison with the pattern in the corresponding location
in the superheated photograph. In addition, the fringe patterns
show a distortion just above the suction surface and upstream
of the trailing edge which is not evident in the photograph of
the superheated test. This feature became more pronounced
with increases in the supercooling of the flow initially but then
diminished. A hint for the possible explanation of this behavior
is apparent in the contours of constant wetness in the corre
sponding location in Fig. 11. The possible cause might be the
interaction between the trailing edge shock wave, rate of heat
release, consequent changes in fluid density and the flow steam
lines.

A further difference was in the shock patterns and that the
shocks were weaker in nucleating flows. This is due to the fact

Journal of Fluids Engineering

Fig.13 Nucleating flow Po = 1.69 bar To = 372.2K Po/P2• = 3.14

that two-phase flows generally choke at a velocity below the:
frozen speed of sound. Consequently in flows with supersonic
outlet the sonic line shifts downstream and on reaching the
trailing edge the flow Mach numbers are lower leading to
weaker shock waves.

Effect of Inlet Temperature. With the inlet and outlet pres
sures maintained nearly constant the measured surface pressure
distributions at a series of inlet temperatures are compared in
Fig. 14. Over the range of inlet stagnation temperatures cor
responding to 4K superheat and the maximum supercooling
of 17.5K attainable there was little change in the location of
the zone of rapid condensation. This result is also predicted
by the theoretical solutions and can be attributed to two fac
tors. The first is the rapid increase in the rate of expansion as
the flow approaches the throat followed by a sudden drop. As
the limiting supersaturation is governed by the rate of expan
sion any nucleation started in the earlier regions will be dom
inated by the rapid expansion just before the throat. The second
factor is the influence of heat addition to a flowing vapor in
the high subsonic Mach number range. It has been shown
(Bakhtar and Young, 1978) that for steam flowing in a constant
area duct in a Mach number range of approximately 0.9-1 any
heat release due to condensation will cause the supercooling
to increase. Thus in the above tests if the steam were still
substantially supercooled on reaching a Mach number of 0.9
any heat release due to condensation will have increased the
supercooling until the throat was reached.

It was also found that the flow remained almost choked
over a wide range of outlet pressures and thus under these
conditions the location of rapid condensation zone and the
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pressure change associated with it was little affected by the 
downstream pressure. 

General Comments and Conclusions 
The problems associated with supercooling and reversion of 

flowing steam in turbines add further complexity to an already 
difficult subject but the existence of complications should pres
ent no barriers to their solution. It has been demonstrated that 
nucleating flow conditions experienced in turbine blading can 
be reproduced satisfactorily for systematic study by the blow 
down technique. The equipment constructed has performed 
well and extraction of data during the short run times has 
presented no particular difficulty. 

Two-dimensional blade-to-blade flows of nucleating steam 
can be treated by the time-marching method. A full exami
nation of the method of treatment available and comparsion 
with the experimental results is beyond the scope of the present 
paper. It will, however have been noted that the general fea
tures of the flow are predicted by the method reasonably well 
and the technique is very promising. 

It is accepted that the measurements have been limited to 
one geometry but within this limitation the condensing flows 
have exhibited features which have been absent from the su
perheated tests. The most notable difference has been the pres
sure rise associated with the zone of rapid condensation, its 
occurence just downstream of the throat and its insensitivity 
to the inlet temperature. Differences were also observed in the 
shock patterns downstream of the throat between superheated 
and nucleating tests with transonic outlets. It must, however, 
be said that the outlet Mach number corresponding to a given 
pressure ratio differs, between dry and nucleating flows. The 
actual flow pattern in a nucleating test is complicated by the 
interaction between the aeordynamic and thermodynamic 
changes and warrants a separate study. 

The only observation of boundary layer behaviour in the 
present study has been limited to the optical photographs and 
these are inconclusive as to whether the pressure changes caused 
by condensation have affected the boundary layers adversely. 
However, an examination of the records indicates that such 
problems are more likely to occur in condensing flows with 
sub-sonic outlet velocities. 

The observations reported are the results of the first inves

tigation carried out using the facility. The equipment consti
tutes a variable density tunnel and offers a unique opportunity 
for wetness problems in steam turbines to be studied and the 
associated losses minimized. 
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A P P E N D I X 
Determination of Supercooled Stagnation Temperatures 

To estimate the temperature of supercooled steam in the 
tank it was necessary to establish the pressure temperature 
relationship in the tank during the blow-down. With reference 
to Fig. 1, this was done by starting from initially superheated 
steam as from point C and blowing down until the contents 
of the tank fogged at D. This indicated that the steam had 
become saturated. Hence by measuring the pressure at D the 
temperature was inferred. Now if the expansion is started from 
a saturated initial condition as that represented by E and the 
tank vented over the same pressure ratio to F, assuming that 
over the range of conditions the same condition law can be 
applied to both expansions the ratio of TF/TE can be taken to 
be the same as TD/TC. With Tc, TD and TE known 7> can be 
deduced. 

To obtain a calibration chart the process of expansion of 
initially superheated vapour was repeated over a range of initial 
superheated and the ratios of temperatures at end of expansions 
to those at the beginnings (TD/TC) were plotted against the 
pressure ratio PD/PC-
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A Theoretical Analysis of Rotating 
Cavitation in Inducers 
Rotating cavitation was analyzed using an actuator disk method. Quasi-steady pres
sure performance of the impeller, mass flow gain factor, and cavitation compliance 
of the cavity were taken into account. Three types of destabilizing modes were 
predicted: rotating cavitation propagating faster than the rotational speed of the 
impeller, rotating cavitation propagating in the direction opposite that of the im
peller, and rotating stall propagating slower than the rotational speed of the impeller. 
It was shown that both types of rotating cavitation were caused by the positive mass 
flow gain factor, while the rotating stall was caused by the positive slope of the 
pressure performance. Stability and propagation velocity maps are presented for 
the two types of rotating cavitation in the mass flow gain factor-cavitation compliance 
plane. The correlation between theoretical results and experimental observations is 
discussed. 

Introduction 
During the development stage of the liquid oxygen turbo-

pump for the LE-7 the main engine of the H-II rocket, the 
next generation Japanese launch vehicle, supersynchronous 
vibrations with frequencies 1.0 to 1.2 times as large as those 
of the shaft rotational frequency were experienced. The cause 
of these vibrations was attributed to rotating cavitation in the 
pump inducer, and a simple modification of the inducer casing 
based on this supposition almost completely suppressed the 
vibrations. Details are reported by Kamijo et al. (1992). Ro
tating cavitation has been studied experimentally (Kamijo et 
al., 1977, 1980) but its mechanisms are not yet fully under
stood. In the present study a theoretical analysis is carried out 
to elucidate the fundamental mechanisms, characteristics of 
rotating cavitation, and how it is related to rotating stall. 

Surge and rotating stall have been extensively studied, and 
it is well known that both phenomena are caused by the positive 
slope of the head-capacity curve. On the other hand, in the 
presence of cavitation, a surge can occur even with a negative 
slope. This is known as "cavitation surge" and extensive stud
ies have been made on its relation to POGO instability (NASA, 
1970). Cavitation surge (Young et al., 1972) is known to be 
caused by an increase of the cavity volume related to a decrease 
in the flow rate. This effect is represented by a positive "mass 
flow gain factor." This parameter was closely investigated by 
Acosta and Brennen, for example, Brennen and Acosta (1976). 
An excellent review of these instabilities has been given by 
Greitzer (1981). Considering that the positive slope causes both 
surge and rotating stall, it is probable that the positive mass 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
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flow gain factor can cause both cavitation surge and rotating 
cavitation. 

It is assumed that the flow is inviscid and two-dimensional 
upstream and downstream of the impeller, but the effects of 
the change in the height of the impeller blades and the losses 
in the impeller are taken into account. It is also assumed that 
the flow in the impeller is perfectly guided by the impeller 
blades; thus, an actuator disk analysis was employed. The 
problem is linearized based on the assumption that the dis
turbances are small. 

Characteristics of Rotating Cavitation 
The following characteristics of rotating cavitations have 

been found from experiments (Kamijo et al., 1977,1980) based 
on visual flow observations and unsteady pressure measure
ments of helical inducers. 

(1) In a certain range of flow coefficient and cavitation 
number including the design point, the cavitating region prop
agates from blade to blade in the direction of impeller rotation, 
as shown in Fig. 1. That is, the absolute propagation velocity 
exceeds the rotational velocity of the impeller as also found 
in a centrifugal impeller by Yamamoto (1980). These char
acteristics are completely different from those of rotating stall, 
which occurs at smaller flow rate with positive slope of pressure 
performance and propagates slower than impeller rotation. 

(2) The frequency of inlet pressure fluctuation agrees well 
with that of cavity propagation. This frequency component is 
insignificant at the outlet, see Fig. 2. 

From these observations, it was concluded that rotating cav
itation is a phenomenon related mainly to the flow condition 
at the inlet. These characteristics, which had been found by 
Kamijo et al. (1977, 1980), served as a key to identify the cause 
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Fig. 1 Sequence of cavity fluctuations on three blades in rotating cav·
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of the supersynchronous shaft vibrations of the LOX turbo
pump for the LE-7 and led to their successful suppression
(Kamijo et aI., 1992).

N =7,500rpm, ,,= 0.07, ~ =O.J 18

Disturbances in Upstream and Downstream Fields
In order to simulate rotating cavitation, we consider a linear

cascade at x = 0 with inlet and outlet vane angles (3: and (3;,
respectively, moving with a velocity of VT in y direction, as
shown in Fig. 3. The average velocity (V, V) is assumed to
be (V.. 0) for x < 0 (upstream), and (V2, V2 tan 1') for x >
o(downstream). The flow height is assumed to be 1 for x <
o and lib in for x > 0, thus V2 = bVI • If we impose the
condition that the disturbances should be finite at infinity, the
pressure and velocity disturbances, op and (ou, ov), respec
tively, can be expressed as follows, as shown, for example, by
Tsujimoto and Murata (1978).

NomencIature ---------------------------------

a
A,B,C,D,E

K
/

£/1,£.
M
n
p
s
t

U, V
u, V

V T

nondimensional cavity volume
amplitudes of nondimensional disturb
ances
ratio of flow channel heights
cavitation characteristics, Eq. (9)'
blade spacing
imaginary unit .
reduced frequency, k* = k; + }k; =
kltan/31
cavitation compliance, = - valvu
chord length
loss coefficients, Eq. (6)'
mass flow gain factor, valva
complex frequency
pressure
wavelength of disturbances
time
mean velocities in x and y directions
velocities in x and y directions
translating velocity of cascade

a1

(31
/31

(3:, (3;
l'
o

.6.v

S" sQ
u =

cPn,;
n/ =

Subscripts
1, 2

cavity volume
relative velocity
incidence angle
relative inlet flow angle
mean relative inlet flow angle
inlet and outlet blade angle
downstream mean flow angle
disturbance
incidence velocity
incidence and through flow loss coeffi
cients
cavitation number, = (PI - Pc)/(pWf/
2)
velocity potential, flow coefficient
nondimensional blade spacing, = 271:hls
nondimensional inertial chord length,
271:/* Is

upstream, downstream
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x>0 where 

bp/pU2
2=A2 exp 2Trj(,nt-y/s)e(-2*x)/s 

5u/U2 = B2 exp 2irj(nt-y/s)e'--2")/s 

+ C2 exp 2irj(nt-y/s)el-J2lrx)lk/b-ian "<)/s\ 

bv/U2 = D2 exp 2Trj(nt-y/s)e{-2")/s 

+ E2 exp 2-KJ(nt-y/s)ei-J2"Hk/b-iw ^ ' 

(2) 

where s > 0 is the wavelength of the disturbance, and the real 
part of the complex number n gives the frequency, and its 
imaginary part yields the damping rate. From the linearized 
momentum equation for x > 0 and x < 0, we obtain the 
following relations. 

B,= --
1 *\ 

1 +jk 

B, 
- 1 

l - y W & - t a n Y) 

£>,=-
l+jk 

D2 = - -J 

(3) 

l-j(k/b-tany) 

where k = sn/Ui is a reduced frequency. The velocity fields 
represented by Bli2 and Dii2 are irrotational, while that rep
resented by C2 and E2 is rotational and represents the effects 
of vorticity shed from the cascade. The continuity equation 
for x > 0 requires that 

E2=-(k/b-tan y)C2 (4) 

We now have five relations of Eqs. (3) and (4), for eight 
unknown disturbance amplitudes in Eqs. (1) and (2). The miss
ing three conditions are obtained from the cascade character
istics, which will be given in the following section. 

Cascade Characteristics 
Pressure Increase. Since it is experimentally found by 

Kamijo et al. (1977, 1980) that the degradation of pressure 
performance due to cavitation is small in the range of a where 
rotating cavitation is observed, we neglect the effect of cavi
tation in estimating the pressure increase in the impeller. We 
apply the unsteady Bernoulli equation in a frame moving with 
the cascade, taking into account a through flow loss propor
tional to (U\ + bui)2 and an incidence loss proportional to 
(Ai>)2. Then we obtain: 

dt P 2 
(4>2-4>i)-rQ(£/i + 5wi 

- f s ( t / 1 + 5«,)2(tan/3f-tan/31)2 (5) 

where <j> is the velocity potential and d*/dt* denotes time dif
ferential in the moving frame. Since cavities occur at the inlet, 
it is appropriate to relate the velocity in the cascade to that at 
the outlet. Thus we can express the velocity potential differ
ence: 

02-0i= J Wmdm=(U2 + 8u2) 
b(m)/b 

cos fi(m) 
dm 

= (u2 + du2)i* 

Putting the above expression into Eq. (5) and linearizing it, 
we arrive at the following expression for the unsteady com
ponent: 

PU\ -•(l-£u) 
U, 

-(tanft + £„) -^ 

cos' ?») t (6) 

£u = 2[Q + 2ts tan ft*(tan ft*-tan ft) 
£„ = 2fc(tanft*-taii0i) 
Q, = 27 r ( /Vs ) (£ - t an f t ) = fi/'(k-tanft)| 
/ * = (1 + b) 1/(2b cos /3), $ = (ft*+ /32*)/2 

(6)' 

Change in Cavity'Volume. The cavity volume, Vc, per blade 
and per unit span is normalized as a = Vc/h

2 using the blade 
spacing, h. It is assumed that the normalized volume, a, is a 
function of the incidence angle, ai , and of the cavitation num
ber, a = (pi - pc)/(pW2/2), and thus a = a(a, c^). Then 
the change in the cavity volume Vc due to the change in the 
inlet conditions is given by (see Brennen and Acosta, 1976). 

bVr = hl da da 

dWx dpx 

da , 
+ T — OCX] 

oa.\ 
(7) 

The mass continuity relation applied in the moving frame yields 

h{bu2/b^bul)=^(bVc) 
at 

(8) 

We estimate bWi and bcti in Eq. (7) from the velocity triangle. 
Then Eq. (8) with Eq. (7) results in the following expression 
for the unsteady part of the continuity relation. 

1 bu2 bux 

where, 

b ur Ux-'
 h\31/>+ 4 t / i+ 5

Pu] 

Fi=2aK cos2 ft-M sin ft cos ft 
F4 = - 2oK cos ft sin ft - M cos2 ft 
F5 = -2cos2~PlK 
Q/, = 27r(/iA)(A:-tan ft) = 12^(A:-tan /3i) 

(9) 

(9)' 

with the mass flow gain factor M = da/da and the cavitation 
compliance K = - da/da. 

Kutta's Condition. If we assume that the relative flow is 
tangential to the blade surface, the velocity triangle at the outlet 
yields: _ 

tan Y + tanft*=(l/fr)tanft (10) 

for the steady component and 

8v2/Ui = - (8u2/Ui)tan ft* (11) 

for the unsteady component. 

Characteristic Equation and Characteristic Roots 
Conditions (3) and (4), along with the pressure increase of 

Eq. (6), the continuity equation (9) and Kutta's condition of 
Eq. (11) yield eight linear, homogeneous equations in terms 
of the eight unknown disturbance amplitudes. The following 
characteristic equation is obtained from the determinant of 
the coefficient matrix of the above equations. 

b)(\+Q!)(k-ta.nfii)- -^|J (l + °*<* - tan PMF* + kFs) cosz ftj 

+jQUk-tanfil)(F3-F5))+k-tanpl-£v-j£u = 0 (12) 

The foregoing is a third-order equation in terms of k, which 
gives three complex characteristic roots for k. We introduce 

k* =k*R +jk*= k/ian ft 

and write 

exp 2irj(nt-y/s) = exp[j -2 i r ( t / 1 A)tan fiikj]t] 

xeKpllTJiUiWUmfakllt-y/iUT-kl))] 
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in expressions of Eqs. (1) and (2). This shows that kR is the 
propagation velocity ratio (phase velocity of the disturbance/ 
peripheral velocity Uj of the cascade) and k* is the damping 
rate of the disturbance. 

Special Cases 

Rotating Stall. We now consider a case without cavitation. 
With F3 = F4 = F5 = 0, Eq. (12) results in 

2k(l-tanft*/tanft)~) 
r = l- 1 + 6(1 + Q/) 

^ i W V ) 0 0 ' * (13) 

It is clearly shown that the propagation velocity ratio kR is 
smaller than 1 since ft > ft* at the flow rates where rotating 
stall occurs. It can be shown that the onset condition can 
otherwise be written as follows: 

~d<t> 

-Pa 
pU2

T cos2 ft* 
+ £„ I cot ft 

= -(l + b + m!)k*>0 (14) 

where pn = inlet total pressure and <j> = U\/UT = cot ft = 
flow coefficient. This is in agreement with conventional results 
for rotating stall, as described by Greitzer (1981). 

Rotating Cavitation. As shown in Fig. 2, the outlet pres
sure fluctuation due to rotating cavitation is significantly 
smaller than that at the inlet. As will be shown later, Eq. (12) 
predicts smaller outlet velocity and pressure fluctuations than 
those at the inlet. Therefore, we put 8u2 = 0 in the continuity 
Eq. (9), which results in 

OjK** - lMFs-Fi) -k*Fi tan ft-F4] 

x t a n f t - l = 0 (15) 

On the other hand, at the limit cases of ft* — 90 deg or 
0/ — oo, Eq. (12) reduces to Eq. (15) or the equation multiplied 
by (k* — 1) on both sides of Eq. (15), respectively. The 
characteristic roots of the latter equation are A:* = 1 and the 
two roots of Eq. (15). Equation (13) yields k* = 1 at the limit 
fi/— oo. Hence, k* = 1 corresponds to rotating stall and the 
two roots of Eq. (15) represent rotating cavitation. For in
ducers, since 0/ and the negative slope of the head-capacity 
curve are sufficiently large, two of the three roots of Eq. (12) 
agree fairly well with those of Eq. (15), as will be shown later. 
Thus, the inertia of the fluid in the impeller and the negative 
slope are responsible for the smaller fluctuations at the outlet. 
Here we study the characteristics of rotating cavitation by 
examining Eq. (15). 

In the case K = 0, Eq. (15) reduces to a first-order equation 
which yields 

* *= 1 + cot ft 
-J-

1 
(16) 

MQ!,) MQ'h 

This shows that a rotating cavitation with k*R > 1 appears 
whenever K = 0 and M > 0. 

Next, we consider the case of neutral stability (k* = 0). 
Since k* = k*R is real, the imaginary part of Eq. (15) gives 
the condition F5 = F3 for neutral stability. If we use the 
relations of Eq. (9)' and consider the result of Eq. (16), the 
rotating cavitation onset condition can be given as follows. 

M>2A'( l+( j )cotf t (17) 

This relation shows clearly that positive M causes rotating 
cavitation and that positive K has the effect of reducing the 
region of the rotating cavitation onset. Surge analyses, for 
example Young et al. (1972) and Shimura and Kamijo (1982), 
show that positive K has a stabilizing effect on the system while 

\ A(BVc) 

RU-Un-oVc 

Fig. 4 Explanation how propagation velocities are determined 

positive M has a destabilizing effect. This is in accord with the 
present result of Eq. (17). 

The propagating velocity ratio, k*R, is determined from the 
real part of Eq. (15). After some rearrangements we can express 
this equation as follows: 

8U{k*R) = UR(kR)>8V*c(kR) 
„2 a 

= ( « - ! ) ^ + 77 COt ft 
F5 

cos 
F5U'h 

(18) 

Figure 4 shows that we have two types of rotating cavitation 
withAr*,! > l,k*R2 < - F 4 c o t f t / F 5 = - (a + M / 2 # c o t f t ) . 
We express these characteristic roots by A:*and k2, respectively. 
On the other hand, as shown by Eq. (13), rotating stall has a 
characteristic root of kR < 1, which is represented by k*. 

Next, we consider the physical difference between k* and 
k2*. Equation (18) is equivalent to Eq. (15) which comes from 
Eq. (9): thus Eq. (18) is basically equivalent to the continuity 
Eq. (8). UR = kR - 1 appears from d*/dt* of Eq. (8) and is 
equal to the propagation velocity ratio relative to the moving 
cascade. 8V* = kR + (F4/F5) cot ft corresponds to the cavity 
volume change, 8VC, due to Sui/Ui = 1. Owing to the inertia 
effects in the inlet flow field, 8pi/8u{ is a function of A:*, as 
can be seen from Eqs. (1) and (3). Hence, Eq. (9) shows that 
<5K*is also a function of k*. Thus, 8U = UR • 8V*represents 
the change in the axial velocity due to the change of the cavity 
volume, 8V*, in the rotating frame, and Eq. (18) requires that 
8U should be equal to - cot2 ft/i^Q^ which corresponds to 
the assumed axial velocity, 8u\/U\ = 1. The change in kR 

results in the change in 5VC and UR: kR is determined so that 
Eq. (18) is satisfied. 

Considering that A(5U) = UR • A(5KC*) + (oTc*) • AUR 

and that I L ^ A ^ I ) ! « \8V*(kRl)[ and \8V*(k*R2)\ « 
I UR(kR2) I (see Fig. 4), we find that A"*represents the rotating 
cavitation which is balanced mainly by the change in the relative 
propagation velocity (AUR), and that A:2 is the other rotating 
cavitation mainly balanced by the change in the amplitude of 
volume fluctuation (A(8V^)). Figure 4 suggests that the volume 
change 8V*for A:̂ is significantly smaller than that for k*. In 
the case K = 0 (i.e., F5 = 0), 8V*is independent of 8pi and 
hence of A"*. Therefore the balancing mechanism for k2is lost 
and only k* appears for the case of K = 0, as shown by Eq. 
(16). 

Results and Discussions 

Examination of Three Roots of Equation (12). The present 
analysis is applied to the inducer tested by Kamijo et al. (1977, 
1980), and the calculation was carried out at the mean radius 
(0.794 x tip radius) of the inducer. The standard values of 
the parameters used in the calculation are shown in Fig. 5(a) . 
The static performances of the inducer is shown in Fig. 6. In 
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Table 1 Amplitudes of pressure and axial velocity fluctuations (As
sumption of Up,/pU?l = 1) 

Flow coeff icient <t>* 

Fig. 6 Static performance of inducer 

the figure, </>* and \p* are flow and pressure coefficients nor
malized by the inducer tip velocity, i/v*, is the Euler's head at 
the mean radius, i/-,*is the total head and \p*s is the inlet total 
to outlet static pressure coefficient. 

Figure 5(b)-(j) show the three roots, k* = (k^, k*,), of 
Eq. (12), with the value of the parameter which is different 
from the standard values shown in (a). They can be assigned 
to k*, k2, and k\ following the criteria (k\\ > 1, k#2 < 0 and 
k*Ri < 1) given in the preceding section. The values in the lower 
lines of k* and k2 in (a) are given by Eq. (15), and the values 
in the lower line of &3*in (a)-(g) are given by Eq. (13). 

As shown in Fig. 5(a), the values of k* and k2 are close to 
those obtained by Eq. (15), and £3 is close to those obtained 
by Eq. (13). This suggests that k*and k2 represent the rotating 
cavitations and kl the rotating stall, and that they can be 
approximately treated by the methods outlined in the preceding 
section. For the standard case (a), the imaginary parts of 
k*, k2, and k* are all negative, showing that both rotating 
cavitation and rotating stall are amplified simultaneously. The 
fact that the root k3, which represents rotating stall estimated 
under the effects of cavitation, is close to the noncavitating 
rotating stall solution of Eq. (13) means that the rotating stall 
is not largely affected by the cavitation. As shown in Fig. 
5(b)-(g), the rotating stall is damped (kn > 0) when 0* 
increases or fs is neglected, which can be explained by Fig. 6 
and Eqs. (13) and (14). On the other hand, the values of Ar* 
and kl are almost independent of the values of </>*, fe, f, and 
a, so long as the values of K and M are kept constant. Rotating 
cavitations are amplified even with a negative slope of 1/7* at 

\5p2/pUl\ = 

IW^il = 
\Su2/U2\ = 

k- = k\ 

= ( 0.0591 ) 

= ( 0.0563 ) 

= ( 0.0129 ) 

k' = jfc* 

( 0.00836 ) 

( 0.00257 ) 

( 0.00020 ) 

k" — £3 

( 0.0497 ) 

( 0.0783 ) 

( 0.0743 ) 

larger </>* or without fs, which is quite different from the case 
of rotating stall. 

From these numerical results and the discussions in the pre
ceding section, we can conclude that rotating cavitation and 
rotating stall are, practically, mutually independent and com
pletely different phenomena, in the sense that their causes are 
different and that they behave differently, although both can 
be treated by and deduced from the same characteristic Eq. 
(12). 

Table 1 shows the amplitudes of the pressure and axial ve
locity fluctuations at the inlet and the outlet of the cascade, 
for the case of Fig. 5(a) and corresponding to bp\/pu\ = 1. 
For each case 8p2 is much smaller than bp\. For rotating cav
itation (k* and k^), bu2 is small compared with 8uu showing 
that the fluctuation at the inlet is almost absorbed by the change 
of cavity volume. This supports the experimentally obtained 
conclusion (Kamijo et al., 1977, 1980) that "rotating cavita
tions are related mainly to the inlet flow conditions." On the 
other hand, for rotating stall (£3), 8u2 is nearly equal to 8uu 
with a small effect of the cavity volume change. 

As shown above, direct effects of <f>* and a on k* and k2 
are small. The discussions in the section "Rotating Cavitation" 
showed that k* and k2 are mainly dependent on M and K. 
Since M and K are functions of 0* and a, rotating cavitations 
are affected by (/>* and a through M and K. 

Characteristic Roots of Rotating Cavitations. Contour 
maps of k* and k2 in the M-K plane are shown in Figs. 7 and 
8. Values of parameters not specified in the figures are the 
same as those in Fig. 5(a). The solid lines are obtained from 
Eq. (12), while the broken lines are determined from Eq. (15). 
The difference between these results are small, showing that 
Eq. (15) simulates rotating cavitations very well. The neutral 
stability curve is shown by the solid line of k* = 0, which is 
close to the criteria of Eq. (17). The rotating cavitations are 
amplified in the region under the neutral stability curve. 

In order to make comparisons with experimental results, 
calculations were also made as for a = 0.06 and 0.02. It was 
found that the contour maps are almost unchanged. Hence, 
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the ranges of M and K for three values of a are shown in Figs. 
7 and 8, estimated from Eqs. (10) and (11) of Brennen et al. 
(1982). These equations are based on a bubbly flow model 
(Brennen, 1978), with the values of two parameters in the model 
determined so that the results can best fit the experimental 
data (Ng and Brennen, 1978) obtained with inducers similar 
to the present case, under surge mode flow oscillations. 

For k* shown in Fig. 7, the propagation velocity for a = 
0.02 is k*R = 1.1 - 1.4, which is close to the experimental 
value of k*R = 1.16 (Kamijo et al., 1977, 1980). As we reduce 
the cavitation number a, the estimated ranges of M and K 
shifts to the location with smaller propagation velocity ratio 
kR. The experiments (Kamijo et al. 1977, 1980) showed a sim
ilar tendency. Figure 9 shows the supersynchronous shaft vi
bration of LE-7 LOX turbopump caused by the k* rotating 
cavitation. The reduction of the supersynchronous frequency 

e 

Frequency (HzXIO 3 ) 

Fig. 9 Fourier analysis of LE-7 LOX turbopump shaft vibrations. (Un
certainty in frequency is 103 Hz ± 0.1 Hz and that in time is 40 s ± 0.2 
s at 20:1 odds). 

<t>' = 0.082 
a = 0.055 ~ 0.045 

Frequency (HzXIO 3 ) 

Fig. 10 Fourier analysis of LE-7 LOX turbopump shaft vibrations. (Un
certainty in frequency is 103 Hz ± 0.1 Hz and that in time is 40 s ± 0.2 
s at 20:1 odds). 

with time is caused by the reduction of the inlet pressure with 
time, showing the above-mentioned tendency. 

Since kR2 < 0, the characteristic root k\ corresponds to a 
rotating cavitation which propagates in the direction opposite 
that of the impeller rotation. In the LOX turbopump for the 
LE-7, unidentified subsynchronous vibrations as shown in Fig. 
10 were often observed with the inducer which suffers from 
rotating cavitation of k*R\ = 1.0 ~ 1.2. The subsynchronous 
vibration disappeared completely when the k* rotating cavi
tation was suppressed. The frequency of the subsynchronous 
vibration in Fig. 10 is about 0.8 times the frequency of the 
component synchronous to the impeller rotation, which is close 
to the value of kR2 obtained form Eq. (12) using the values of 
K and M estimated from Brennen et al. (1982). These facts 
suggest the existence of k\ rotating cavitation, but unfortu
nately the rotational direction of the vibration was not observed 
in the experiment. Further study is needed before we can con
clude that the subsynchronous vibration is caused by the k2 
rotating cavitation. 

Conclusions 
Major findings of the present study are: 
1. Rotating cavitation is a completely different phenomenon 

from rotating stall. Rotating stall is not significantly af
fected by the existence of cavitation. 

2. Rotating cavitation is caused by the positive mass flow 
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Table 2 Relation between flow instabilities in turbomachinery 

Cause and onset flow range 
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gain factor M, while rotating stall by the positive slope 
of the pressure performance. 

3. Two modes of rotating cavitations are predicted; one of 
them propagates faster than the impeller rotation, and 
the other propagates in the direction opposite to it. 
Namely, they have the propagation velocity ratio k*R > 
1 or kR < 0, while for the rotating stall kR < 1. 

4. Rotating cavitations are almost unaffected by the flow 
coefficient, impeller loss, and cavitation number, so long 
as the mass flow gain factor M and the cavitation com
pliance K are kept constant. 

5. Contour maps of the propagation velocity ratio and the 
damping rate are given for the two types of the rotating 
cavitations, in the M - K plane. 

6. The propagation velocity ratio for the forward rotating 
cavitation is in fair agreement with experiments. Possi
bility of the backward rotating cavitation is discussed. 

7. From these results and the discussions in the introduction, 
the relations between flow instabilities in turbomachinery 
can be summarized as shown in Table 2. 

For rotating stalls, it is known (Greitzer, 1981) that linear 
analyses are applicable only for the prediction of inception— 
once they occur, the disturbances are by no means small. Un
fortunately, experimental data for rotating cavitations are not 
sufficient at present to determine the applicability limit of the 
present linear analysis. However, the authors believe that the 
various simplifications, including linearization, adopted in the 
present analysis have made it possible to elucidate the fun

damental mechanisms and the nature of rotating cavitation. 
Further study is needed for closer comparisons with experi
ments (especially for the backward propagating mode), quan
titative estimation of M and K (including the nonuniformity 
and the unsteadiness of the disturbance), and the construction 
of a more sophisticated model including the effects of nonlin-
earity of the problem, the finiteness of the blade spacing, and 
the three dimensionality of the flow. 
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The Accuracy of a Three-
Component Laser Doppler 
¥elocimeter System Using a 
Single-Lens Approach 
An analysis of the effects of misalignment on the on-axis velocity component meas
urements made with a three-component LD V system using two colors and five beams 
issuing from a single lens is discussed. A slight misalignment of the center beam 
from the optical axis is shown to cause large changes in the measured "on-axis" 
component of velocity. The effect of misalignment on the ensemble averaged velocity 
statistics in turbulent flows is also considered. The error analysis of Neti and Clark 
(1979) is applicable to on-axis component of the present system and it shows that 
even when the system is perfectly aligned, the relative uncertainty of the on-axis 
component of velocity is much larger than that of the other components of velocity. 
Measurements taken in a laminar pipe flow support this conclusion. 

1 Introduction 
Many flows of practical interest are three-dimensional in 

nature. Measurement of only one or two components of ve
locity is insufficient to characterize these flow fields and can 
even be misleading. Complete understanding of three-dimen
sional flows often requires simultaneous measurement of all 
three components of velocity. The laser Doppler velocimeter, 
in addition to being a nonintrusive technique which does not 
suffer from sensitivity to either pressure or temperature, is 
now commonly used to perform this kind of measurement. 
Various three velocity component measurement schemes have 
been proposed and a number of them have been tested. Bell 
et al. (1985) and Boutier (1987) provide a critical review of the 
different systems. Meyers (1988) presents a brief historical 
overview of the development of LDV systems and discusses 
the difficulties associated with measurement of the third, on-
axis velocity component by various approaches. 

In most experimental situations, measuring three orthogonal 
components of velocity directly is not possible. For these cases, 
the LDV system is used to measure nonorthogonal velocity 
components and, using the appropriate matrix transformation, 
the velocity components in the desired coordinate system are 
reconstructed. Among the possible configurations of a three 
component LV system the three-color, dual-beam system, as 
described by Buchhave (1983) or Menon (1986) is attractive. 
This system consists of three single channel systems, built 
around two optical axes which generally lie at an angle of at 
least 30 deg to each other. Although such a system offers the 
best performance in terms of dynamic range, it is cumbersome 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
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and sometimes cannot be used in situations where space or 
optical access are limited. Another technique to measure three 
velocity components uses frequency shift, rather than color 
separation, to differentiate between the velocity components. 
In this approach, each beam pair uses a sufficiently different 
frequency shift, so that retrieval of the individual contribution 
of each component can be made by appropriate filtering of 
the Doppler signal. The most popular arrangement consists of 
a conventional two-color, dual-beam system with an off-axis 
channel oriented at an angle relative to the axis of the two-
color system. Examples of such arrangements and error esti
mates for them can be found in Neti and Clark (1979), Orloff 
and Snyder (1982), Snyder et al. (1984), and Ozcan (1987). 
Access, as noted previously for three-color systems, however, 
remains a problem in this case. 

In an alternative design, the system has just one focusing 
lens. This approach uses only two laser lines, usually the blue 
(488 nm) and green (514.5 nm) wavelengths of an Argon laser. 
Only five beams oriented symmetrically with respect to the 
optical axis are needed. This five-beam system overcomes prob
lems of spatial and optical access common to the other ap
proaches. Such systems are commercially available. The first 
applications of the technique are due to Schock et al. (1983) 
and to Meyers and Hepner (1984). 

The accuracy of the on-axis component of velocity meas
urement with this five beam single lens approach is the subject 
of this paper. In Section 2 the effect of a slight error in the 
beam half angle is studied. Section 3 considers errors due to 
a misaligned center beam which is key to the system. It is 
shown that misalignment can contribute to large errors in the 
measured on-axis component of velocity. The effect on the 
measurement of ensemble-averaged quantities in turbulent 
flows is then considered. An analysis similar to that of Neti 
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and Clark (1979) is extended in Section 4 to the LV system 
considered here. It is shown that even when the system is 
perfectly aligned the random error in the on-axis component 
of velocity is much larger than that on the other components 
of velocity, regardless of the type of signal processor used. In 
practice, the resulting large uncertainties in the on axis com
ponent preclude the use of such a system for accurate tur
bulence measurements involving the on-axis component. 

2 Principle of the Basic System 

The five-beam, two-color'system, which was employed in 
our Laboratory and is studied in this paper, has a single fo
cusing lens. Two blue wavelength beams lie in a horizontal 
plane, and three green wavelength beams are in the vertical 
plane with one green beam directed along the optical axis. The 
two blue beams comprise a standard dual-beam, one-com
ponent fringe mode system, with one beam frequency shifted 
and will not be considered further. We assume for convenience 
that the blue beam pair are used to measure the X component 
of velocity, U. The three green beams are assumed to be per
fectly aligned in the sense that they lie in one vertical plane 
and the center beam evenly bisects the top and bottom green 
beams. These three green beams, which are denoted as the top, 
center, and bottom beams, can be considered to comprise two 
dual-beam systems with one center beam common to each 
system. The combination of the top and center beams is used 
to measure a velocity component Vu while the combination 
of the center and bottom beams is used to measure a second 
component V2 as shown in Fig. 1. These two components are 
not orthogonal, but given their orientation, it is possible to 
calculate the velocity component perpendicular to the optical 
axis, W, and the on-axis velocity component, V. As discussed 
by Meyers (1988), this approach is similar to a number of other 
LDV systems configured to measure a portion of the on-axis 
V component using fringe mode systems at what is usually a 
shallow angle to the V component axis. A common problem 
is that the resultant fringes are widely spaced. A larger fringe 
spacing means a reduction in the sensitivity of the system. 

For the signal processor to differentiate between a Doppler 
signal coming from the top-center beam combination from 
that coming from the center-bottom configuration, a large 
frequency difference must exist between the top and bottom 
beams. This is achieved by passing the top and bottom beams 
through Bragg cell modules to produce frequency shifts fs, and 
fsb- The shifts, fSl and fsb, must be sufficiently far apart so 
that the separation of the Doppler frequency range in the top 
and bottom channels do not overlap in the presence of tur-

BOTTOM' Db 

x. U 

Fig. 1 Orientation of the top, center, and bottom beams and the co
ordinate system used. Unit vectors and velocities measured by the top-
center and bottom-center beam combinations are shown. 

bulent fluctuations. In the present system, the top beam is 
down shifted by 60 MHz and the bottom beam is oppositely 
shifted by 40 MHz. 

The velocity component Win Fig. 1 can be measured using 
signals from the top and bottom beams only, as in any dual 
beam fringe mode LDV system equipped with frequency shift. 
In this case, the Doppler frequency of a particle passing through 
this probe volume will have a frequency s h a f t / s , + / s 6 = 100 
MHz. This signal is separated from the signals resulting from 
the other two beam combinations by a 80 to 110 MHz band 
pass filter and is then downmixed prior to processing. As 
mentioned above, it is possible to determine the W component 
using the top-center and bottom-center beam combinations. 

Measurement of the on-axis component of velocity, V, re
quires the center beam. This component is measured as the 
projection on the optical axis of the vector difference of the 
velocity seen by the top-center combination and that seen by 
the center-bottom combination (Fig. 1). Since the center beam 
is not frequency shifted, the signal generated by the combi
nation of the top and center beams has a frequency: 

/ i = / a - V - (1) 

where V is the local velocity vector, it] is the unit vector normal 
to the bisector of the top and center beams, and d is the fringe 
spacing of the interference pattern created by the top and center 
beams. Note that since we have assumed the system to be 
perfectly aligned, the fringe spacing of the top and center beam 

N o m e n c l a t u r e 

a, b, c 

d = 
d0 = 

d„ = 

f = 

ID 

n 
n. 

coefficient indicating 
contribution of U, V, 
and Wto Vm 

fringe spacing 
equivalent virtual fringe 
spacing of on-axis com
ponent 
virtual fringe spacing of 
misaligned system 
doppler frequency sent to 
the signal processor 
a difference frequency, 
f\ ~fi 
a bragg cell shift fre
quency 
a unit vector 
orthogonal components 
of a general unit vector, 

U, V, W = the x, y, and z compo
nents of velocity (Fig. 1) 

u, v, w = velocity fluctuations from 
mean of each component 

V = a general velocity vector 
V„„ v,„ = measured on-axis velocity 

and velocity fluctuation 
from measured mean 

a = angle between y-z plane 
projection of a general 
vector, V, and the y axis 
(Fig. 2) 

e and e' = small centerbeam misa
lignment angles (Fig. 3) 

6 = angle from z axis to cen
terbeam (Fig. 3) 

4> = angle from x axis to x-y 
plane projection of cen
terbeam (Fig. 3) 

angle between misaligned 
centerbeam and outer-
beams 
wavelength of light 
the half-angle between 
the outerbeams (Fig. 1) 

Subscripts 

b,c,t -- bottom, center, and top 
beam quantity 

m = quantity measured by 
misaligned system 

1,2 = center-top beam compo
nent and center-bottom 
beam component quan
tities (Fig. 1) 

Other Symbols 

= mean quantity, overbar 
= vector quantity, underline 
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combination is equal to that of the center and bot tom beam 
combination, therefore: 

fi -fsi 
Vn2 

d 
(2) 

where n2 is the unit vector normal to the bisector of the center 
and bot tom beams. Subtracting (2) from (1), we obtain: 

ID —/i ~fi —fst —fsi 
V(n,-n 2 ) 

After removing the composite shifting frequency (fst—fsb) 
from the signal, the frequency sent to the signal processor, / , 
is obtained. Since, ni and n2 have cosine directors (ir/2-4>/ 
2) and (ir/2 + <j>/2), respectively, where <j> is the beam half-angle 
(Fig. 1), their vector difference has a magnitude equal to 2sin(0/ 
2) and is directed along the optical axis. The frequency,/, sent 
to the processor is equal to: 

/ = 
2Fsin(</>/2) 

where the fringe spacing d is given by: 

2sin(</>/2) 

with X, the wavelength. 
Thus the measured on-axis component of velocity is given by: 

/A 
V,„ 

4sin2(tf>/2) =fdo 

where d0 is the equivalent or virtual fringe spacing of the on 
axis component. This virtual fringe spacing is larger than the 
fringe spacing in the top-bottom beam W component dual 
beam system by a factor sin((/>)/(2sin2(0/2)) or by a factor of 
14.7 in the system used in our laboratory with <j> = 7.79 deg. 
As can be seen, Vm critically depends on the correct estimation 
of the beam half-angle </>, especially when this angle is small. 
Assuming all other contributions to Vm are kept constant, a 
small error dcj> leads to an error in Vm equal to dVm; 

dVm 
fk cos^/2 

~ 2 sin30/2 
d<j>-

d<t>/2 

sin3</>/2 

Thus, dVm can be very large since <j> is small. This result shows 
not only the importance of a correct alignment of the outer 
beams, it also emphasizes the need for careful calibration of 
the beam angles. The next section shows that nearly perfect 
alignment of the center laser beam is essential for a proper 
operation of the system. Since perfect alignment of the center 
beam is never the case, it is necessary to accurately evaluate 
its orientation and to take it into account for the calibration 
of the on-axis component of velocity. 

3 Systematic Error Due to Misalignment of the Center 
Beam 

3.1 Influence on Instantaneous Velocity. In the follow
ing, it is assumed that the outer beams are correctly aligned 
and that all three beams cross at the same point, a requirement 
which must be satisfied to produce a fringe pattern. Therefore, 
an adequate Doppler signal is generated when a particle passes 
through the probe volume. 

The misalignment of the center beam is characterized by the 
orientation of the unit vector in the direction of the center 
beam. The definition of angles and orientation of the axes is 
shown on Figs. 1 and 2. The angle </> lies between the properly 
aligned top and bottom beams and the v axis. The angles 6 
and i/< describe the center beam misalignment. 

The unit vectors n, and nb characterizing the top and bottom 
beams have the components: 

n, = (0, cos4>, -sin</>) 

and 

n6 = (0, cos</>, sin</>) 

The unit vector characterizing the direction of the center beam 
is given by: 

nc = (sin0cosi/<, sin0sini/s cosfl) 

As in the previous section, all quantities related to the top and 
center beam combination are subscripted by 1, and all those 
related to the center and bottom beam combination are sub
scripted by 2. The unit vectors of the velocities measured by 
these beam pairs, n! and n2, are: 

nc —n, (sinflcosi/', sinflsim/' — cos0, cos0 + sin</>) 

llnc-n,ll V2(l - sin0cosi/<cosc/> + cos0sin0) 

nb-nc (-sinOcosi/s cos</> - sinflsin^, sin$-cos0) 
n2 = 

Hnf t-ncll V2( l - sin0sin^cos</> - cos0sin$) 

The angle between nc and n,, KI, is expressed as: 

COS(K!) = cos(ncn,) = cos$sin0sini/' - sin$cos0 

Similarly, the angle between n6 and nc is given by: 

COS(K2) = cos(nftnc) = cos^sinflsim/' + sin^cosfl 

The interference pattern created by the top and center beams 
in the probe volume has a fringe spacing d\: 

X X 

2sin(K1/2) V2( l - cos<£sin0sini/< + cos0sin4>) 

and similarly: 

d2 = : 
2sin(«2/2) V2( l - cosqisinflsini/' - cos0sin^>) 

The combined Doppler frequency for some velocity vector 
V = U\ + V] + Wk from Eqs. (1) and (2) is: 

' n ] n2^ 
/ i -fi = ifst -fsb) - V• 

d, d-

which after downmixing with the frequency (fs! -fsb) results in 
the frequency / which is sent to the processor: 

\di fif2, 

If we define the quantities dv and nv as follows: 

ni n2 I 2— 
, ,. = - V 1 - 2cosd>sin0sini/' + cos <j> 

d\ d2 X 

and: 

/ n i n 2 \ 2dv nv = dv[—-—-\ =—— (smflcosi/', sinSsimi-cos</>, cos#) 
\cfi d2J X 

then the usual expression for the Doppler frequency results: 

Fig. 2 Definition of angles describing a misaligned center beam. Mis
alignment is exaggerated for illustration purposes. 
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/= 
V-n„ 

These expressions show that dv can be considered as the ' 'vir
tual" fringe spacing of the misaligned system, while n„ is the 
direction of the velocity component actually measured and has 
orthogonal components nx, nv, and nz. The measured frequency 
is equal to: 

f_nxU+nyV+nzW 
uv 

If beam misalignment is ignored, then the fringe spacing used 
for the calculation of velocity is d0: 

d
 x 

° 4sin2(c/>/2) 

so that the on-axis velocity component is measured as Vm: 

V„,=fd0 

Replacing/by its value in (3), we find: 
nxU+nyV+nzW 

(4) 

This equation shows that the apparent on-axis velocity com
ponent Vm depends linearly on the actual components of ve
locity U, V, and W, with coefficients: 

d0 , d0 d0 a = nx—, b = ny — and c = nz — 
ctv uv uv 

Replacing n„, d0 and dv by their expressions as functions of 
</>, 9, and \j/, we find the following relations: 

sinflcosi/' 
a = 2sin 4>/2 

u sinflsim/' - cos<j> 

2sin2$/2 

COS0 
C = J 

2sin <f>/2 

For small misalignments, 6 = 7r/2 + e and \p = ir/2 + e', so that 
a, b, and c are: 

2sin </>/2 

b=\ 

2sinz0/2 

Then, to order 0(e2, e'2) a and c are linear functions of the 
misalignment angles e and e'. 

The LDV system evaluated in our laboratory uses a half-
angle of 0 = 7.79 deg, which gives for a misalignment e = e' = 0.1 
deg, a = c = 0.189, 6=1.0 . In most applications, the optical 
axis of the LDV system is nearly perpendicular to the flow 
velocity and U or W are the dominant velocity components. 
Thus, the effect of misalignment is not negligible; a misalign
ment of only 0.1 deg in each direction leads to measuring the 
following apparent on-axis velocity: 

Vm = 0.189 U+V+ 0.189 W 

Since V often has a mean value near zero and either U or W 
are relatively large, the error is often substantial. 

3.2 Influence on Velocity Statistics. When the flow is 
turbulent, the ensemble average of the velocity of individual 
particles over a large number of realizations is used to obtain 
statistical quantities, such as mean velocity and turbulent 
stresses. Because of the linearity of the averaging operator, 

the mean velocity V is affected by misalignment errors in the 
same manner as the instantaneous velocity V. However, higher 
order statistical moments do not in general depend linearly on 
the instantaneous velocity. Using the relations determined in 
the previous section, one can derive expressions providing the 
correct values of the velocity statistics as functions of the 
measured velocity statistics. 

To avoid unnecessary algebra, the simple case of a turbulent 
pipe flow is considered. U is the streamwise velocity compo
nent, V, the radial velocity component and, W, the circum
ferential velocity component. Taking the average of Eq. (4), 
we obtain for the measured on axis component of velocity: 

Vm = aU+bV+cW 

Since a, b, and c are deterministic quantities, we can write: 

Vm' = aU+bV+cW 

But in pipe flow, the mean radial and circumferential velocities 
are zero, so that: 

V,„ = aU (6) 

The fluctuating part of the measured radial velocity component 
V,„ can be expressed as: 

vm — Vm — V,„ = au + bv + cw, 

where, u, v, and w are the fluctuating parts of the actual 
velocity components U, V, and W. The variance of vm can 
then be evaluated as: 

Vm = (au + bv + cw) 

which yields, after taking into account the various symmetries 
of the flow: 

v2
m = a V + b2~i? + <?w2 + lacuv 

Since a and c are first-order functions of the misalignment 
angles, the systematic error involved in the measurement of 
v?„ is of second order. Assuming, as a simple example, that 
all normal stresses are approximately equal to the shear stress 
with e = e' = 0.1 deg then the systematic error in v^, is about 
14 percent. 

Similar calculations lead to the following expressions for the 
turbulent stresses in the pipe flow: 

uvm = au2 + buv 

_ wvm'=cw2 (7) 

In a pipe flow, u1 is usually much larger than uv (Laufer, 
1954). The Wjorst case occurs_close to the wall at y+ = 15 where 

V' Tw/u2. — 0.6, u2/u2
7 — 8 thus u2—l3uv and the measured Reyn

olds stress uv,„ can be as large as «y^ = (13« + &)I7i>=3.5I7t'for 
e = e' = 0.1 deg. Of course, noise and error are random factors 
that will reduce the correlation between any two velocity com
ponents and this could offset or reduce the effects of misa
lignment on the Reynold shear stress results. Therefore, 
fortuitous near agreement between measured and expected re
sults is possible in a misaligned system and careful consider
ation of the results is essential. 

The above analysis is easily extended to the general case. 
The results are of the same nature. This must be primary 
concern when turbulent quantities are measured in a strongly 
three-dimensional flow. In such a case, unless appropriate 
corrections are used, the measured velocity correlations can 
be in serious error. In practice, alignment of a 3D LDV system 
is a time-consuming process, and some misalignment of the 
beams seems inevitable. The only efficient way to avoid prob
lems seems to be to accurately calibrate the device. 

3.3 Calibration of the Beam Angles. The results of the 
two previous sections emphasize the need for calibration of a 
five-beam, two color system. Various calibration schemes have 
been proposed. One of the most common techniques involves 
the use of a rotating wheel (e.g., Snyder et al., 1984). Another 
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technique was suggested by Boutier and Lefevre (1986), and 
makes use of a theodolite to measure the beam angles. A 
theodolite is an instrument used by surveyors to measure or
thogonal angles with great accuracy (as high as 6x 10~5 de
grees). This technique has the advantage over the other schemes 
in that it directly measures the primary parameters of the LV 
system (beam angles), rather than the secondary parameters 
(elements of the rotation matrix). By using this method, the 
real on-axis velocity component can be computed directly and 
no correction to the system is necessary. Other sources of 
systematic errors can then be treated separately. 

In many simple flows such as a pipe flow, only one mean 
velocity component and one Reynolds shear stress term will 
be nonzero. Such flows can be used to evaluate system align
ment but this does not solve the problem of achieving align
ment. Dealing with the misalignment may be a more practical 
alternative. If other sources of systematic errors can be ne
glected, it is possible to use a rotating wheel or a simple flow 
to check the values of the misalignment angles. For the pipe 
flow case, since the stream wise and circumferential velocities 
are not affected by misalignment of the center beam, Eq. (6) 
can be used to compute the error coefficient a, while Eq. (7) 
can be used to compute the error coefficient c. These quantities 
can then be compared to those obtained by using Eq. (5) 
directly, with e and e' given by the measurement of the beam 
angles. 

4 Random Error on the On-Axis Component 
The value of the beam half-angle <j> has a great potential 

influence on the random measurement error. Meyers (1988) 
simulated a Doppler burst signal and how it is processed by a 
counter processor for a range of signal bandwidths and am
plitudes and a fixed high visibility. The results of this simu
lation indicate that the random error increases nearly in direct 
proportion to the fringe spacing. The virtual fringe spacing of 
the on axis component increases as l/sin2($/2) and is large for 
the present five-beam system. 

A simple analysis of the five-beam system itself shows some 
specific limitations of the system for on axis turbulence meas
urements. The LDV set-up is the same as in the previous section 
and the system is assumed to be aligned. In the absence of 
frequency shift, the expressions for the velocity components 
W and V are as follows: 

W= IIVII sine* 

K=IIVllcosa (8) 

where a is the angle between the velocity vector V and the y 
axis which is also the optical axis of the system in the y-z plane 
(Fig. 3). In this case V is the projection of a general 3D velocity 
vector onto the y-z plane. With the beams perfectly aligned, 
the velocities actually measured are V\ and V2 and are given 
by: 

Ki=IIVIIsin(a + ^/2) 

F2=llVllsin(a-(/>/2) (9) 

Eliminating IIVII between (8) and (9) gives the following expres
sion for the on-axis component, V: 

V,-V2 

v=- (10) 
2sin(</>/2) 

Expression (10) for the on-axis component is the same as with 
the system considered by Neti and Clark (1979). Since Vx and 
V2 are determined by the same process their relative accuracies 
are the same and the fractional error in the on-axis component 
is, from Neti and Clark (1979): 

dV dVi 

V KiV2[(K/fy)tan(<|>/2)] 
(11) 

Fig. 3 Definition of angles for the random error analysis 

Thus, the relative accuracy of the on axis V component of 
velocity is degraded by small </> and small V/W. As an ap
proximation, the relative accuracy of the various fringe mode 
measurements of the five beam system should be comparable 
within reasonable limits so that dV\/V\=^dU/U—dW/W. For 
a case when the Kand If components are similar in magnitude, 
V/W~ 1, the relative error in the on axis component is larger 
than the error in the other components by factor of [V2tan(<£/ 
2)] ~'. This result is independent of the type of signal processor 
used and the same deviations of the measured result about a 
mean value would occur with any signal processor provided 
other factors such as signal to noise ratio and bandwidth are 
appropriate to the processor. 

The LDV system used by Chevrin (1988) in a pipe flow had 
a beam half-angle of 0 = 7.79 deg and was oriented so that the 
mean Kand IF were the same. Therefore, from expression (11) 
the relative accuracy on the on-axis component is expected to 
be 10.4 times as large as with other velocity components. An 
experimental check of this result was made using the three-
component LDV in the center region of a laminar pipe flow. 
The small velocity gradient in this region guarantees no oc
currence of velocity gradient broadening. A complete descrip
tion of the experimental setup is given in Chevrin et al. (1989). 
The mean velocity in the tunnel was close to 5 m/s and the 
working fluid was glycerin. The turbulence intensity of the 
streamwise velocity component, U, and circumferential veloc
ity components, W, nondimensionalized with mean streamwise 
velocity were between 0.5 percent and 0.6 percent. This value 
is typical of the noise of a one-component backscatter system 
equipped with a counter-type processor, when it is used to 
measure moderate velocities in liquids. The measured turbu
lence intensity in the on-axis component was slightly more than 
5 percent, or approximately ten times as large as the other 
components. This experimentally observed increase in uncer
tainty agrees well with the expected result. 

5 Conclusions 

Three-component LV systems using a single lens five-beam 
approach are sensitive to errors in the half angle and misa
lignment of the center beam. This is particularly true when the 
Reynolds stress tensor must be measured. It was shown in this 
paper that large errors can be introduced, even with misalign
ment angles as small as 0.1 deg. The only way to eliminate 
this error is to explicitly take into account the misalignment 
angles after an accurate calibration procedure. 

The evaluation of the random error for this three-component 
LV system indicates that the relative uncertainty of the on-
axis component of velocity is much worse than on the two 
other components and an estimate of the uncertainty is given. 
In practice, the relative accuracy in laminar flow was observed 
to be ten times that of the other components which is in good 
agreement with the uncertainty estimate. Although this result 
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A Simple and Accurate Method of 
Calibrating X-Probes 
This paper presents an improved method of calibrating hot-film X-probes in in
compressible flow. The yaw response of a hot-film X-probe was investigated for 
different velocities and found to be strongly velocity dependent at low velocities. A 
simple relation was developed to correct for the variation of yaw response at low 
velocities. The method using the yaw correction is compared with the single-velocity 
yaw calibration method. The correction to the yaw response considerably improves 
accuracy at low velocities. 

Introduction 
A'-probes are widely used for measuring two components of 

the flow velocity. Various methods are employed for inter
preting the signals from two sensor probes and almost all 
methods relate the output voltage to the effective cooling ve
locity Ve. The effective velocity is related to the actual flow 
velocity Kin different forms. The most accurate representation 
of the directional response of a hot-wire or hot-film 

V2
e=V2

N+k2V2
T (1) 

was introduced by Hinze (1959) and Champagne et al. (1967). 
This equation takes into account the cooling due to both nor
mal and tangential velocity components. Webster (1962) ex
perimentally found the values of k for various l/d ratios for 
a single hot-wire sensor. Jorgensen (1971) investigated the de
pendence of k on yaw angle and found that the value of k 
varies with the yaw angle. Bradshaw (1971) introduced a cal
ibration method based on an effective angle defined as: 

V„= Kcosae (2) 

Brunn et al. (1990) used a conventional calibration method 
with a constant &-factor in Eq. (1) and compared it with Brad-
shaw's method, which is based on Eq. (2). As a result, Brunn 
showed that the conventional method based on Eq. (1) gives 
the smallest error over the complete angle range. 

Lekakis (1988) obtained the k values at a given velocity from 
a yaw calibration and found that a constant value for k, de
termined by a least square-fit of all k values, provides a good 
representation of the probe angular response. In a similar way, 
he determined the value of k for different velocities. Using the 
above k values, Lekakis developed an analytical method for 
the calculation of the velocity and its components. 

The use of constant k at a given velocity, which is common 
to the previously described methods, introduces significant 
errors particularly at higher yaw angles. Schroder (1985) em
ployed a simple calibration method by introducing an ideal 
flow angle, for which k was equal to zero and applied the 
method to X-hot-wire probes. A yaw calibration covering the 
entire angle range was performed at a single velocity. Com-
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pared to constant A:-factor based methods, the method by 
Schroder was more accurate to a wide range of yaw angles 
(-40 deg < a < 40 deg). A more detailed description of this 
method is given later. 

Another alternative to reduce calibration errors is to utilize 
a full-range velocity-angle calibration technique in conjunction 
with look-up tables. Such a calibration technique was first 
introduced by Willmarth and Bogar (1977), further developed 
by Johnson and Eckelmann (1984) and Leuptow et al. (1988), 
and modified by Browne et al. (1989). The generation of such 
tables as a result of a full-range velocity-angle calibration, 
however, requires a significant amount of calibration time and 
effort. Furthermore, the implementation of the above tables 
into a corresponding data reduction and analysis program ne
cessitates excessive computational overhead particularly in 
connection with unsteady flow measurements. This situation 
motivated the authors to develop a simple method that sig
nificantly reduces the calibration time and accounts for high 
accuracy. The need for developing such a method was partic
ularly indicated for flow situations, where the angle as well as 
the velocity undergo significant changes. Such situations are 
frequently encountered in turbomachinery wake flows im
mediately downstream of the stator or rotor trailing edge plane. 
Similar flow situations are also observed in wakes immediately 
downstream of a stationary or rotating cylinder. 

This paper presents an improved yaw calibration technique 
based on the ideal flow angle previously mentioned. A cor
rection procedure is introduced which allows accurate meas
urement at lower velocities. The calibration technique is 
applicable to Jf-hot-wire and hot-film probes; however, the 
measurements presented in this paper were performed with a 
hot-film probe. 

Description of Calibration Facility 
The calibration was performed in a uniform low-turbulence 

jet issuing from a nozzle with an area ratio of 16. A schematic 
of the calibration facility is shown in Fig. 1. Compressed air 
from an air supply passes through a pressure regulator, filter 
and a flow control valve and enters a settling chamber and a 
pipe consisting of three segments with a diameter of 150 mm. 
The nozzle, with an outlet diameter of 38.1 mm, is attached 
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Fig. 1 Calibration set-up for X-probe calibration, dimensions in mm 

to the exit of the pipe. Screens are located between flanges of 
pipe sections to reduce the turbulence level, which is about 
0.35 percent at the measuring location. The pressure drop 
across the nozzle is measured using a high precision differential 
pressure transducer and the air temperature is measured by a 
thermocouple located upstream of the nozzle. Calibration 
measurements were performed with an X-hot-film probe, which 
was connected to the two channels of a TSIIFA 100 constant 
temperature anemometer system. The diameter of the platinum 
hot-film sensor was 25 fim with the two sensors separated by 
a distance of approximately 1 mm. The sensors were operated 
at an overheat ratio of 1.5. The analog signals from the pressure 
transducer, thermocouple and hot-film anemometer were 
transferred to the input channels of an A/D board plugged 
into the expansion slot of a personal computer, which is used 
for the data acquisition and analysis. 

The probe geometry, the flow velocity V and direction a. as 
well as the components Vx and Vy are shown in Fig. 2. Each 
of the sensors of the X-hot-film probe under investigation had 
an angle as = 45 deg to the X-axis. The components of the 
velocity V along and perpendicular to the probe axis are Vx 

and Vy, respectively. 

Description of Calibration Technique 
A brief description of the calibration technique for a single 

freestream velocity is given in this section. It is followed by a 
description of the calibration procedure, a discussion of cal
ibration uncertainty, and the yaw angle correction at different 
velocities. 

Calibration at Single Freestream Velocity, Equations. The 
effective cooling velocity Vej is approximated as a fourth-order 
polynomial function of the anemometer output voltage E}. 

Vej = a0j + tttjEj + a2JEJ + a3JE] + a4JE] (3) 
where the coefficients a,y are obtained by a least-squares fit. 
The angle response equations for sensors 1 and 2 are derived 
from Eq. (1). 

K2, = K2[sin2(as + a) + kjcos2(o:s + a)] (4) 

V\2 = K2[sin2(a, - a) + kjcos2(as - a)] (5) 

Vel and Ve2 are the effective cooling velocities and kt and k2 

are the yaw coefficients for sensors 1 and 2. As mentioned in 
the introduction, Schroder (1985) defined an ideal angle aid 

for which kj is equal to zero. Applying this definition to Eqs. 
(4) an (5) leads to 

Nomenclature 

a,;, = coefficients of polynomial for 
sensor j in Eq. (3) 

b: = coefficients of polynomial in 
Eq. (9) 

Ci = coefficients of polynomial in 
Eq. (10) 

dj = coefficients of polynomial in 
Eq. (12) 

d = diameter of hot-wire or hot-
film 

e, = coefficients of polynomial in 
Eq. (17) 

Eb = anemometer bridge output 
voltage 

E-, = anemometer output voltage of 
sensor j after temperature com
pensation 

EmJ = measured anemometer output 
voltage of sensor j 

H = yaw calibration function de
fined by Eq. (8) 

H* = modified yaw calibration func
tion defined by Eq. (11) 

k = 

kj = 

/ = 
m = 

T 
T 

T 

V = 
Kj = 
VN = 

VT = 

Vr = 

yaw sensitivity coefficient to 
account for tangential cooling 
yaw sensitivity coefficient of 
sensor j 
length of hot-wire or hot-film 
yaw correction parameter in 
Eq. (16) 
exponent in the modified 
King's law relationship 
temperature of fluid 
operating temperature of sen
sor 
temperature of fluid at calibra
tion 
resultant velocity 
effective velocity of sensor j 
velocity component normal to 
sensor 
velocity component tangential 
to sensor 
velocity component along X-
axis 

Vy = 

01 = 

ae = 
<*id = 

a* = 
AQ = 

Aa = 

ev = 
tVx = 
tVy = 

velocity component along Y-
axis 
angle between resultant velocity 
vector and A -̂axis 
effective angle 
yaw calibration function de
fined by Eq. (6) or (7) 
angle between wire and X-axis 
uncertainty in quantity Q; Q = 
V, Ve, aid or H* 
difference between actual and 
calculated a 
percentage deviation of V 
percentage deviation of Vx 

percentage deviation of Vy 

Subscripts 

a = 
c = 
i = 

j = 
max = 

actual 
calculated 
index for the coefficients 
index for the sensor, j = 1,2 
maximum 
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Fig. 2 Probe geometry and flow coordinates, dimensions in mm 

aici — tan" — —- tana, 1 

vA + ve2 7 
For probes with as = 45 deg, Eq. (6) can be written as: 

a,d = tan" ~ -45 

(6) 

(7) 

Schroder also introduced a nondimensional parameter H that 
relates the effective cooling velocities to the actual velocity. It 
is defined by: 

V2 

H= T,2 , „2 (8) 

The yaw angle calibration determines the values of ald and H 
for various a. H and a are represented by a fifth-order 
polynomial function of aid by a least-squares fit. i.e., 

H=b0 + &,aw + b2ajd+ b3ajd + b4afd + b5a-d 

a = cQ + claid+ c2ajd + c3a)d + c4afd + c5a-d 

(9) 

(10) 

In order to increase the curve fit accuracy we introduced a 
new function H* defined by: 

Kcosa 
"*= i - (ID 

V ^ l + ^ 2 
Similar to H, the new function H* is also represented by a 
fifth order polynomial function of aid. i.e., 

H*=d0 + d\uid + d2afd + d3ajd+d4ajd + d5a-d (12) 

The variation of a. with aid is shown in Fig. 3. The values of 
H and H* are plotted against aid in Fig. 4. The solid lines in 
Figs. 3 and 4 show the fifth-order polynomial curve fit. As 
seen from Fig. 4, the function H* gave lower scatter of data 
points compared to the function H. It can be seen from Fig. 
3 that the difference between aid and a is very high at higher 
absolute values of a. 

Calibration Procedure. The velocity calibration to obtain 
the coefficients of Eq. (3) for each of the sensors is done by 
keeping the sensors normal to the flow and varying the velocity. 
The yaw angle calibration is carried out for a from - 40 deg 
to 40 deg at a constant velocity V. The function H* and aid 

are calculated from Eqs. (11) and (7). The coefficients c, in 
Eq. (10) and dt in Eq. (12) are found by least-squares fit of 
aid against a and H*, respectively. The values of aid and H* 
are found to have good reproducibility. As compared to aid 

and H*, the coefficients of velocity calibration in Eq. (3) can 

Fig. 3 Variation of a with au obtained from yaw calibration at 22 m/s. 
For uncertainty estimates see Table 1. 
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Fig. 4 Variation of H and H" with aid obtained from yaw calibration at 
22 m/s. For uncertainty estimates see Table 1. 

drift and frequent calibration is essential. It is always preferable 
to perform the calibration in the test section where actual 
measurements are carried out. Many times the specific ge
ometry of the test section and the probes makes it impossible 
to yaw the probe such that the sensors are normal to the flow. 
However, the velocity calibration can be conducted simulta
neously for both the sensors at any angle a, provided c,- and 
d, are already determined by yaw angle calibration and the 
velocity Fis known and can be varied. For a known angle a, 
aid is obtained from Eq. (10) using the Newton-Raphson 
method. The corresponding value of H* is determined using 
Eq. (12). The effective cooling velocities are obtained from 
the following relations derived from Eqs. (7) and (11). 

K,,= 

Ve2 = -

Kcosa tan(a,d + 45) 

//*Vl+tan2(aw+45) 
Kcosa 

(13) 

(14) 
H*-\/l+ta.n\aid + 45) 

Velocity calibrations with a = - 45,0, and + 45 deg are shown 
in Fig. 5. The flow velocity V is normal to sensors 1 and 2 
when a is +45 and - 45 deg, respectively. The two calibration 
curves for each of the sensors are almost identical, which proves 
the validity of above mentioned calibration procedure. 

Calibration Uncertainty. The calibration uncertainties of 
the various quantities are estimated according to the method 
suggested by Yavuzkurt (1984) which is based on the uncer
tainty analysis by Moffat (1982). The uncertainties for four 
different velocities are shown in Table 1. The main contribution 
to the uncertainty comes from the differential pressure trans-
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Fig. 5 Effective velocities of sensors 1 and 2. For uncertainty estimates F i g 6 Distribution of «,„ versus a for different velocities. For uncer-
see Table 1 

Table 1 Calibration uncertainties 
V 

m/s 

5 
10 
20 
30 

AV/V 
% 

2.00 
0.50 
0.10 
0.06 

AVe/Ve 

% 
2.30 
1.30 
1.22 
1.20 

Aaid/aid 

% 
3.30 
1.80 
1.71 
1.70 

A/7*///* 
% 

2.95 
1.28 
1.09 
1.07 

ducer which has an uncertainty of ±0.6 Pa. However, sig
nificantly lower uncertainties can be achieved by using 
transducers or manometers with lower uncertainties. 

Yaw Calibration at Different Velocities and Yaw Angle Cor
rection. To investigate the effect of velocity on the yaw re
sponse, a yaw angle calibration was carried out at different 
velocities and the results are plotted in Fig. 6. Note that the 
value of a,y varies with a and velocity V. For a given a, the 
variation of a,d increases with decreasing velocity. The above 
variation is greater at a higher absolute value of a. This can 
be explained in terms of the ^-factors of each sensor. A pre
liminary investigation showed that for a given a, the k remains 
almost constant for velocities above 17 m/s and for - 20 deg 
< a < +20 deg. Lekakis et al. (1989) found that k is constant 
for flow velocities higher than approximately 15-20 m/s. The 
relation between aid and kt and k2 can be obtained from Eqs. 
(4), (5), and (7). i.e., 

tan(a,rf + 45) = 
sin2(45 + a) + fc?cos2(45 + a) 
sin2(45 + a) + £fcos2(45 - a) 

(15) 

Since k\ and k2 are functions of V and a, the left hand side 
of Eq. (15) is a function of Kfor a particular a. Based on the 
assumption of a power law relationship between Eq. (15) and 
V, Eq. (16) can be derived to compensate for the deviation of 
a;d- When using the result of yaw angle calibration at a velocity 
above 20 m/s to any other velocity below 15 m/s, au was 
corrected using the following relation. 

tan(a,; + 45)_/F*y" 
tan(aH + 45) \V) 

The superscript * denotes the quantities at the reference velocity 
at which the yaw angle calibration was carried out. The power 
m is a function of a and can be least-square-fitted by a third-
order polynomial as shown in Fig. 7. i.e., 

m = e0 + e,a + e2a
2 + e3a3 (17) 

Figure 7 was obtained using a reference velocity yaw angle 
calibration at 22 m/s and two other calibrations at 5 m/s and 
10 m/s. 

tainty estimates see Table 1. 
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Fig. 7 Variation of yaw correction parameter m with a. For uncertainty 
estimates see Table 1. 

Reduction Method 

This section briefly describes the steps to calculate the ve
locity components from the voltage outputs of the two sensors 
obtained during an actual measurements. The first step is to 
compensate the anemometer output voltage Emj of each sensor 
for the change in fluid temperature. An equation for temper
ature compensation is obtained from the modified form of 
King's law, E\ = (A+B. V")(TS- T). As shown by Lekakis 
(1988), the temperature dependency of the constants A and B 
can be neglected for a hot-film sensor of 25 ftm diameter at 
velocities above 1 m/s. This leads to a temperature compen
sation formula given by 

^j fcn, 
Ts-T 

T,-Tr 

(18) 

where Ts, Tc, and T are the sensor operating temperature, 
calibration temperature and the temperature of the fluid during 
actual measurement, respectively. As a second step, the in
stantaneous effective velocities Ve\ and Ve2 are calculated from 
instantaneous temperature-compensated voltages using Eq. (3). 
The instantaneous value of aw is obtained from VeX and Ve2 

using Eq. (7) while a and H* are calculated using Eq. (10) and 
Eq. (12). The magnitude of instantaneous velocity Kis deter
mined using Eq. (11) and its components Vx and Vy are cal
culated from its magnitude and direction a. 

If the velocity V is below 15 m/s, a,d is corrected by Eq. 
(16) by using the yaw correction parameter m obtained from 
Eq. (17). From the new a,d, instantaneous values of a, H*, 
and V are computed again using Eqs. (10), (12), and (11), 
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Table 2 Maximum deviation between actual and calculated 
values of velocities and angle for the case without yaw angle 
correction 

Angle a 
0 

-20-+ 20 
±20-±30 
-20-+ 20 
±20-±30 

Velocity V 
m/s 

20-30 
20-30 

10 
10 

^Kmax ^Kv,max ^Ky.max 

% % % 
1.3 1.2 3.0 
2.0 ' 2.7 3.8 
1.3 1.5 8.0 
1.1 3.9 10.0 

Aam a x 
0 

.5 

.9 
1.9 
3.5 

Table 3 Maximum deviation between actual and calculated 
values of velocities and 
correction 

Angle a 
0 

-20-+ 20 
±20-±30 

Velocity V 
m/s 
10 
10 

angle for the case with yaw 

^ Kmax ^ Kv.max ^ Kv.max 

% °7o % 
1.25 1.27 3.0 
1.0 1.7 3.6 

angle 

A°!raax 
0 

.74 
1.1 

respectively. The instantaneous velocity components Vx and 
Vy are calculated as before. 

Correction Results, Comparison 
In this section, the results of the single velocity calibration 

without the yaw correction are compared to those with the 
yaw correction. After the calibration was complete, 50 new 
sets of data independent from that of calibration were taken 
covering a velocity range of 10-30 m/s and angle - 30 deg < 
a < + 30 deg. The actual values of V, Vx, and Vy are obtained 
from the measured pressure drop across the nozzle, temper
ature of the air and on a value obtained from the vernier of 
the rotary table. The absolute percentage deviation between 
actual and calculated V is given by 

where Va and Vc are the actual and calculated values of V. 
Similarly, percentage deviations of Vx and Vy, denoted by eVx 
and tVy are computed. The absolute difference between actual 
and calculated a is denoted by Aa. 

Table 2 shows the maximum deviations of V, Vx, Vy, and 
a when the yaw angle calibration at 22 m/s is used. These 
deviations were expected from the results plotted in Fig. 6. At 
the velocity of 10 m/s, Aaraax is higher than values obtained 
for the velocity range of 20-30 m/s. These large angle devia
tions result in significant errors for velocity particularly for 
the ^-direction component. Table 3 shows the result for 10 
m/s velocity when the yaw correction is applied. The error 
decreases significantly and the deviations are of the same order 
as those obtained for the 20-30 m/s range. 

Conclusion 
Among the various methods available for Jf-probe calibra

tion, the one using the aid concept was studied for yaw response 
at different velocities. It was found that significant errors can 
be introduced into the velocity components if the results of 
the yaw angle calibration at high velocities (above 20 m/s) are 
used for low velocities. A formula to correct the yaw response 
at low velocities is introduced. This correction was applied to 
a set of data and the deviation between actual and calculated 
values of velocity components was determined. The correction 
applied to the lower velocity range significantly improves the 
accuracy of the velocity components (to the same order as 
obtained in the higher velocity range). The present method is 
faster, easier to implement and requires fewer steps compared 
to full velocity yaw angle calibration methods. 
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A New Approach to the Dynamic 
Parameter Estimation of a 
Viscoelastic System 
This work involves the study of newtonian transitory flow regimes in a rigid tube 
that has been extended to include an elastic enclosure. Three different techniques 
have been applied and compared. The first approach is the classical one, in which 
the calculations, which are based on the Laplace transform, enable direct integration 
of the Navier-Stokes equations and make it possible to determine longitudinal ve
locity and fluid flow. The solution, however, involves real or complex parameters 
that are solutions to a nonlinear equation involving Bessel functions. Where the 
flow regime in the tube is oscillating, we find a natural frequency of oscillation 
there, and a flow damping ratio. A comparison will be made with the other two 
methods partly on the basis of these two parameters. 

The second is an approach based on time series analysis of flow in the tube, and 
consists in applying auto-regressive moving-average (ARMA) models to the fluid 
flow in order to identify the natural frequency and the damping coefficient of the 
flow. The flow series analyzed by this method come from two sources: 

1. The flow series obtained from the theoretical solution using the first method; 
these flow series were artificially contaminated with random noise to simulate real 
situations. 

2. The flow series obtained experimentally by direct measurement and integration 
of the velocity profile in the tube. 

Finally, with the third technique, the experimental method, we have succeeded in 
validating the first two approaches. The approach based on the analysis of the time 
series through the use of ARMA models appears to perform best and is the simplest 
to use. 

1 Introduction 
The classical analysis of a complex hydraulic system requires 

the formation of a mathematical model based on Navier-Stokes 
equations of motion and a knowledge of the fluid and material 
characteristics of the system components. An analytical so
lution of this model is theoretically feasible. In most appli
cations, however, the analyst must introduce major 
simplifications and assumptions in order to solve the model. 
Numerical solutions are also possible, but these involve con
vergence problems and extensive computer time. These diffi
culties are multiplied if the system geometry is complex and 
if the material and fluid characteristics are not classical and 
linear. In biomedical applications, for instance, the physical 
characteristics of the components and fluids are difficult to 
measure and the analyst must rely on remote external readings 
or on measurements taken from nonliving'components, and 
this affects the accuracy of the results. 

Our approach to the problem is different from this, in that 
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the hydraulic model under study here is considered as a "black 
box," where only the entry and exit signals are used to deter
mine the impulse response of the system based on ARMA 
(auto-regressive moving average) models. The proposed model 
consists of an elastic enclosure connected by a rigid tube to a 
second enclosure that is subjected to a variable pressure. This 
approach may be easily applied in cases where the fluid filler 
is nonnewtonian and the enclosure viscoelastic. For the sake 
of simplicity and due to lack of space, we have chosen to limit 
ourselves to a relatively simple case in order to provide a clear 
illustration of the proposed methodology. 

The modeling methodology we propose is based on sampling 
• real-time signals of the fluid-flow variables of the system. These 
discrete time series are then fitted to an auto-regressive series, 
the coefficients of which identify the dynamic parameters of 
the system. This time series is purely data-based and, as such, 
it incorporates all effects influencing system behavior and con
sequently truly reflects its dynamic properties without recourse 
to any knowledge of the material and fluid properties or to 
any standard simplifications of the system. 

Other, more general studies involving non-newtonian fluids 
and viscoelastic materials have already been carried out (Briley 
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and McDonald, 1984), (Barnes et al., 1971) and (Obrecht, 
1976). In particular, Lieber and Giddens (1987) consider the 
treatment of velocity disturbances in pulsatile flow; but without 
taking into account the elastic enclosure. More recently, Gid
dens and Nerem (1988) have studied flow in the cardiovascular 
system. For a fluid mechanician, this means solving the three-
dimensional Navier-Stokes equations for a system of visco-
elastic tubes and enclosures. The complexity of the problem 
led them to conclude: "we clearly do not have the capability 
to do such calculations currently, such a computational ap
proach is realizable within the next generation." The study 
presented here is original in the following ways: 

1. The direct integration of the Navier-Stokes equations 
and the use of nonlinear least squares methods make it possible 
to obtain an explicit and accurate solution in the case where 
the fluid is newtonian and the enclosure elastic. 

2. The use of the ARMA process is a new approach to the 
problem, and may be easily applied to more complex systems 
where the fluid is nonnewtonian and the material viscoelastic. 

3. The experimental approach based on laser velocity 
measurement enables validation of the first two: the classical 
and the time series analysis approaches. 

A possible application of this system would be in non trau
matic in vivo measurement. The elastic enclosure described 
here may be considered as the membrane of a pressure gauge, 
connected by a tube to the measurement zone. In some zones, 
however, it is not possible to mount a miniature receiver on 
the end of a catheter because of its size, and the traditional 
method of exploration must be used. This involves perforation 
by means of a very small diameter catheter which is connected 
to a pressure pick-up. However, the quality of the data col
lected by this system, which comprises the receiver and its 
connection to the measurement zone, is dependent on how well 
the dynamic behaviour of the system is known. 

Another similar application for this system involves the 
measurement of pressure in flexible walls. Morgan and Parker 
(1989) studied a one-dimensional model to describe the flow 
through a collapsible tube whose ends are tethered to rigid 
tubes and which is enclosed in a pressurized chamber. It is 
often impossible to attach a receiver directly to a flexible wall. 
In these cases, a hydraulic link is added to connect the pressure 
measurement device to the receiver, which then behaves like 
an elastic enclosure. In order to obtain an accurate reading of 
the pressure, the behavior of the entire hydraulic system must 
be known. 

2 Analytical Approach 
2.1 Establishment and Solution of the Movement Equation. 

The system consists of a rigid tube of length L and radius a, 
connected at one end to an elastic enclosure and free at the 

Pressure 
step 

ssmmssss .Newtonian fluid J^mm^ss^ l»mw»iiji^^ 

Fig. 1 Studied system 

other end. The system is filled with a fluid of density p and 
kinematic viscosity v. A step change in pressure P0 is applied 
to the system at the free end resulting in a transient flow of 
the fluid in the system depicted in Fig. 1. 

The following assumptions are introduced: 

1. the flow is laminar and unidirectional, 
2. the fluid is incompressible and newtonian, 
3. the volume variations in the elastic enclosure are small 

and then proportional to the pressure variations, 
4. the effects of the tube extremities are neglected. 

The mathematical model for this case is written as follows 
(see Appendix A): 

dW_Pa 2 r f 
dt pL pL ST W(r, t)rdrdt + 

r dr 

dW 

dr (1) 

Oand the boundary conditions are: W(a, t) = 0, W(r, 0) 
dW/dr)r=0 = 0 where: 

W(r, t) is the longitudinal fluid velocity component 
r is the radial distance from the tube's centre 
/ is the time and K is the stiffness coefficient of the 

enclosure. 

The solution of Eq. (1) is (see Appendix A): 

-Mxi) 

V . 1 • M ; * 
W(r,T)=16py2j-A>f ^ 

i <t>(xd Mxi) 
(2) 

where: -$t,P: 
a2P0 

4pvL' pv L 4?,<Mx,0=127X?-(x? + 7)2 

the discrete values of x, are the roots of the following equation: 

4 Mx) 
7 = X •/2(x)' 

(3) 

and J0 and J2 are the Bessel functions of orders 0 and 2. 
The function <p(x) = x4 C^o(x)/^2(x)) is represented in Fig. 

2. 
There is a critical value of 7, yc 

that: 
11,799754 ± l(T0such 

a, L 

P, v 

Po 

Ho 

W(r, t) 

= radius and length of the 
rigid tube 

= density and kinematic 
viscosity of the fluid 

= applied pressure at the free 
end 

= applied pressure at the 
free-end expressed in m 
(H0 = P0/pg) 

= fluid velocity 

G = 
r = 

t,T = 
K = 

01 = 

£ = 
a = 
7 = 

fluid flow 
radial distance from the 
tube's centre 
time parameters 
enclosure stiffness 
coefficient 
natural frequency of the 
fluid flow 
damping ratio 
decay rate co£ 
operating parameter 

Q 

X 

+, 
<£/ 

e, 
6 

A; 

B 

= damped frequency 

a » / l - £ 2 

= real and complex roots 
(theoretical solution) 

= phase angle 
= coefficient of the AR 

model 
= coefficient of the MA 

model 
= white noise 
= root of the characteristic 

equation (AR model) 
= backward shift operator 
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Fig. 2 

—if 7 < 7„ then Eq. (3) allows entirely real and simple 
roots, such as: x, < x2 < x3 < x4 < x$ < . . . 

—if 7 = 7« then Eq. (3) allows a double root (Xc = 1,1091415 
± 10 ) and an infinite number of real roots, such 
< X} < X6, < Xs < . . . 

—if 7 > 7„ then Eq. (3) allows two conjugated complex 
roots (x{; x2 = Xi) and an infinite number of real roots, 
such as: 

"X.l 1 X2 I < X 3 < X 4 < X 5 • • • 

It is clear from Fig. 2 that the roots are calculated auto
matically and placed in increasing modular order. The param
eter 7 can be interpreted as the ratio of the inertial force to 
the fluid friction force. When 7 < yc, the frictional force 
predominates relative to the inertial force. All the roots x-, are 
real, and the damped flow is non oscillating and always moves 
in the same direction. When 7 > 7C, the inertial force pre
dominates relative to the frictional force. The existence of 
complex roots is evidence of an oscillating motion and flow 
inversions in the tube. This motion will be studied in detail 
below. 

There are two main reasons for stressing the oscillating mo
tion pattern: 

1. The damped, nonoscillating pattern presents no calcu
lation difficulty. The real roots can be calculated by simple 
dichotomic methods (Obrecht, 1976). In the case of the os
cillating pattern, the complex roots must be calculated by more 
elaborate techniques. Two nonlinear least squares procedures 
may be used: Gauss-Newton linearization and the gradient 
method, also known as the steepest-descent method. The prac
tical advantage of the Gauss-Newton method is that it tends 
to converge rapidly to the least-squares (LS) estimates, if it 
converges; the disadvantage is that it may not converge at all. 
The practical advantage of the gradient method is that, in 
theory, it will converge to LS estimates; however, it may con
verge so slowly that it becomes impractical to use (Sharf and 
D'Eleuterio, 1989). 

2. The range of nonoscillating flows (0 < 7 < 11,799745 
± 10~6) is much more limited relative to oscillating flows 
(11,799745 < 7 < 00). 

2.2 Flow for an Operating Parameter 7 > yc; From re
lation (2), it is possible to calculate the flow in the form (see 
Appendix B): 

Q( r ) = 
4ira gH0 

Lv 
y i Xi 

Xi) 
(4) 

where: H0 = P^/pg 
In order to establish the link between the solution obtained 

here by direct integration of the Navier-Stokes equations and 
the solution obtained by time series analysis using ARMA 
models in Section 3, we write Eq. (4) in a simplified form. 

The previous analysis leads us to separate the sum of the 
terms of order i > 3 that include only real roots, from the 
terms that include two complex conjugated roots (xu x2 = x{): 

Taking into account that \xx I < x3 < x4 < xs < ..., and 
le"x,Tl > e~xv > e~Mr > ... therefore T* exists, such that 
for T > T*, flow Q(T) is expressed by: 

Q(r) = 

Knowing that: 
CO 4 

G= V X/ 

41 *(x,) 

4%cCgH0 

Lv 

4 
Xl 

* < X l ) 

2 
- x i ' 

—4 
Xl 

* ( X l ) 

- 5 * (5) 

x\ 
* ( X 3 ) 

2 
- X 3 7 i + Z 

Hxi)xU~ 

*(X/)Xse tp-*3T 

(6) 

decreases very rapidly as T increases, G may be considered to 
be of the order of size of the term in x3, which makes it possible 
to calculate numerically the duration T* of the initial phase, 
beyond which the movement limit will be considered to have 
been established. 

When T > T*, Eq. (4) assumes the following form: 

Q(,r). 
4*crgH0 

Lv 
Mn cos(Fr-i/'.)e (7) 

4 
Xl 

= A + iB, 
Xi 

where: 

<Kxi) <t>(X\) 

Mq = 2[A2 + B2)W2 

Va.n\j/ = B/A 

X\=U+iV, x2i=U-

= A-iB 

iV 

U= y V=Q 

(8) 

and: 
n I ; 

is the damped frequency of motion = w y 1 - £ 
a is the decay rate = £o> 
o is the natural frequency 
£ is the damping ratio 

Once the fluid flow time series is established from Eq. (4), 
it is possible to estimate variables Fand [/and, consequently, 
estimates for the decay rate a, and the damped frequency of 
motion Q can be established. These estimates are then used to 
calculate the damping ratio £ and the natural frequency to of 
the system. A comparison will be made with the other two 
methods in part on the basis of these two parameters. The 
determination of the rate of flow (Eq. (4)), however, requires 
elaborate calculation techniques including determination of 
the complex roots xr For this reason, we propose time series 
modelling that provides information regarding the natural fre
quency and damping ratio of the system directly from measures 
on the system and without the need for developing a mathe
matical model for the fluid flow time history. 

3 The Auto-Regressive (AR) Time Series 
The flow series analyzed here may be obtained from two 

different sources: 

1. They are generated based on the theoretical solution (4) 
proposed in Section 2.2; 

2. They are calculated numerically by integrating the ve
locity profiles measured experimentally. 

In both cases, the observable variable Q(t) can easily be 
recorded and sampled at uniformly spaced time (A) intervals, 
t,t — I, ..., t — n. Using the finite difference technique, an 
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auto-regressive moving average (ARMA) series (Box and Jen
kins, 1976) can be fitted to the time samples as follows: 

Q ( 0 - * i Q ( ' - l ) - f c Q U - 2 ) •• *»Q(<-n) 
= e(t)-d1e(t-l)-...-dme(t--m) (9) 

where: e(0 is a stochastic process with zero mean and constant 
variance 4>i and 0,- are series coefficients. 

Introducing the backward shift operator B, where BrQ(t) 
= Q(t - r) Eq. (9) can be written: 

(\-frB-fcB2 ... -$„B")Q(t) 
= (l-dlB-62B

2 ... -e,„B'")e{t) (10) 

The right-hand side of Eq. (10) can be factorized as follows: 

(1-^B-faB2... -4>nB")Q(t) 

= ( 1 - X 1 B ) ( 1 - X 2 B ) . . . (l-\nB)Q(t) (11) 

where X, are real or complex numbers. 
We are not concerned here with the left-hand side of Eq. 

(10) for two reasons: 

1. In order to calculate the dynamic parameters a, £, co of 
the system, only the auto-regressive component that represents 
the evolution of an unforced system is required (Pandit and 
Wu, 1983). 

2. e(0 may be interpreted as the random perturbation of 
the system. In the case studied here, perturbation takes the 
form of a step of pressure. Therefore we do not consider the 
moving average (MA) part of the model. 

Equation (11) represents the auto-regressive (AR) part of 
the time series. This AR part has h real roots Xr and 2s complex 
roots X, and their conjugate X,, and can be written in the 
following form: 

h 

n o-̂ ) n [\-\jB}[\-\jB} Q(t)=0 (12) 

The general solution of Eq. (12) may be written in the form 
(D'Azzo and Houpis, 1988): 

h 2S 

Q(JfA0 = S ^ x f ' + S ^ X * 
kAl (13) 

y = i 7 = 1 

where t = KAt; K is an integer and At is the sampling period. 

Dj is a real number and Fj is a complex number. 

If \j is a complex number, it is always possible to make: 

\j = e*j (14) 

or: 

IXj = L„\j (15) 

(ij is a complex number that can always be put in the form: 

lij=oj + iQj (16) 

We shall see later that <jj and fi,- have the same physical 
significance and value as the a and fi introduced in Section 
2.2. 

Taking into account (15) and (17), Eq. (14) may be written 
in the form: 

h S 

Q(Mo = ]>>,Ar+X>;e {a:+ia:)kM + Fje (a:-ia,)kAh 

J=i ; = i 

(17) 

where Fj is the complex conjugate of F,. 
If, in addition, we have stable damped oscillating flow, terms 

containing real roots disappear as time increases, and Eq. (18) 
can be written (see Section 2.2): 

Q(kAt) = J][Fje (.a/+iU:)kAI + Fje iai-iOAkAt-i (18) 

For a system with one degree of freedom (y = 1 ) , the indices 
no longer need to be included and the time flow rate can simply 
be represented by the equation: 

Q(kAt)=Feia+ia)KA' + Feia~ia)kAI (19) 

If we make: 

F= A + iB and F=A - iB 

then Eq. (19) is written: 

Q(kAt) = {F[cos(QKAt) -isin(WcAt)] 

+ F[cos(QKAt) + isin(QkAt)]]e-°kA' (20) 

or: 
Q(kAt)=2[Acos(QKAt) + Bsin(QKAt)]e' (21) 

If we make: 

C=2\JA2 + B1, tg$ = ̂ , M=2C (22) 

then Eq. (20) is written: 

Q(kAt) =Mcos(QKAt-\P)e~ (23) 

Equation (23) is similar to Eq. (7). The natural frequency 
u> of the system and the damping ratio £ can therefore be 
calculated directly from the complex root X of the auto-re
gressive Eq. (11). Thus, from Eqs. (15) and (16), we have: 

mX = (7+ifi (24) 

or: 

lnX = - £co + / O A / I - £ 2 (25) 

Estimates of co and £ can therefore be obtained directly from 
a series of measurements of fluid flow and without recourse 
to the physical characteristics of the system and without solving 
the Navier-Stokes equations. 

4 Experimental Method 
In the third, or experimental, approach, a hydraulic model 

has been designed and built to validate the theoretical asser
tions. 

4.1 Description of the Apparatus. The experimental 
model, built according to the working hypotheses, includes the 
following elements (Fig. 3): 

4.11 Elastic Chamber. This is a plexiglass chamber in the 
shape of a truncated cone 200 mm in length and 10 mm thick. 
The diameters of the two bases are 16 mm and 150 mm. A 
threaded ring provides a way of fixing the elastic enclosure, 2 
mm thick, to the large base of the cone (Fig. 4). 

4.12 Fluid A ir Float Reservoir. This is a very large plex
iglass container. Its walls are thick (40 mm) and impervious, 
and do not become deformed by the pressures applied to the 
fluid contained within them. 
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Fig. 4 Elastic chamber 

4.13 Experimental Tube. This is a rigid horizontal cylin
drical tube made of plexiglass with a circular cross-section 
having an interior radius of 8 mm, a thickness of 2 mm, and 
a length of 2.75 m. It is transparent, which enables the meas
urement of speeds by optical means. To decrease the extremity 
effects, this tube has been equipped with a convergence at the 
upper end and a divergence at the lower end. 

4.2 Principle of Operation. An overpressure is applied 
to the free surface of the large container by applying com
pressed air at a regulated pressure. Once equilibrium has been 
achieved, a step-changing pressure is applied, bringing the free 
surface abruptly back to atmospheric pressure. The flow in 
the tube is therefore directly influenced by the return force of 
the elastic at the downstream enclosure. 

During the flow, the pressure variations at the entry and 
exit points of the tube are recorded, and the evolution of the 
velocity profiles is measured at the middle of the tube. 

4.3 System of Measurement. Pressure is measured at two 
points: 
9 Gauge No. 1 provides a means to track the evolution of 

the pressure in the elastic chamber; 
9 Gauge No. 2 enables control of the quality of the step 

pressure produced (the trials where the descending front 
of the step is not very stiff were systematically rejected). 

We used H.B.M.-type gauges (Hottinger Baldwin Messtech-
nik) with a cupro-beryllium membrane. Their operating range 
is between 0.1 and 100 kPa, and their linearity loss is within 
0.1 percent. 

Speeds are measured with a Disa-Mark II laser velocimeter 
with a power of 35 megawatts. 

This system of measurement is particularly well suited to 
our needs in this study because of its short response time, 
resulting in a large spatial resolution (<0.33 mm) and no 
turbulence inside the flow. 

The velocimeter is of the frequency-tracking type. Since the 
flow sometimes oscillates, this velocimeter is equipped with a 
Bragg-cell frequency slippage system in order to detect the 
phase and the direction of the flow. We chose to use a fringed 
apparatus with light diffused to the front. 

Mechanical Characteristics of the Enclosure. The devel
opment of a simple device has made it possible to determine 
the static properties of the elastic enclosure. The principle, 
which uses the simultaneous observation of the variations in 
volume and pressure in the enclosure, is the following: an 
overpressure P0 is applied to the free surface of the large 
container, after which there is a pause until equilibrium is 
achieved throughout the system. Using a graduated syringe, a 
volume V is taken from the elastic chamber after it has been 
isolated from the large container. The variation in the corre

sponding pressure P indicated by Gauge No. 1 is noted, and 
the coefficient K is calculated using the ratio: 

AP 
- = * (26) 

The step pressure supplied a linear response with a relative 
error of 1 percent. 

5 Results 
The characteristics of the apparatus in Fig. 3 are: 

tube radius a = 0.8 mm 
tube length L = 2.75 m 
fluid density p = 103 kg/m3 

kinematic viscosity of the fluid v 8.95 x 10~7 m2/s 
coefficient of elasticity K 
factor H0 = 1 m 

1.9 x 10" N/nr n 

The analytical solution is used to simulate a time flow history 
for the case discussed here. This time flow history is then 
sampled at one second time intervals (Q(jAt), j = 1 to 200). 
To ensure that the terms containing the real roots Xj of Eq. 
(4) are sufficiently small with respect to the terms containing 
the complex conjugate roots X\ and xx, the first sample Q(At) 
is recorded 3 seconds after the start of the simulated time flow. 

The reduced time T* (introduced in Section 2.2) corresponds 
to t = 3s, where the term G of Eq. (6) is of the order of 10"7. 
If we use flow expression (5), neglecting term G induces an 
error of 2.10~8 m /s on the maximal value of the fluid flow 
(2.10 -5 m3/s) in the case studied here. 

The 200 samples now represent an ideal flow which we refer 
to here as case (1). To demonstrate the ability of this time 
model to provide good estimates of the dynamics parameters, 
we superposed on case (1) white noise signals of zero average 
and standard deviation 10~7, 5 x 10~7 and 8.6 x 10"7. These 
three cases are identified as cases (2), (3) and (4), respectively. 
They represent maximum variations in the signal's maximum 
amplitude in case (1) of 0.5%, 3% and 5% respectively. Time 
signals for the four cases are then fitted to an auto-regressive 
time series of the second order which takes the following form: 

Q(KAt) -</>,Q( (K- l)At) -4>iQ( (k-2)At) = e(t) (27) 

For each of the four cases indicated, we have two hundred 
time samples: Q(At), Q(2At) ... Q(200At). Using Eq. (14) 
we can establish the following relations: 

Q(3At) - </>,Q(2At) - faQ(At) = e (3) 

(28) 

Q(200AO -<hQ(199A/)-<fee(198Ar) =e(200) 

The best estimates of the coefficients </>i and 4>2, for this 
case, give optimum errors e„ i = 3, . . . , 200. The standard 
recursive least square procedure (Ljunhg, 1987) is used to es
timate the required values 4>i and </>2. This procedure does not 
necessitate any matrix inversion, and thus provides an ac
ceptable level of precision and is one that does not take up 
extensive memory space. 

When the procedure is applied to case (1), we obtain: 

Q(KAt) + 1.829865Q( (k- l)Af) + 0.9456138Q(A"-2)Af) = 0 

As with Eq. (8), this characteristic equation can be factorized 
into the following form: 

( l - X B ) ( l - \ f l ) Q , = 0 

where: 

X= -0.913094 + i 0.32869 

and X is the conjugate of X. For A = 1 s and from Eqs. (10) 
and (13), we obtain: 
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X = e* = e"+ia = e° (cosfi + isinfi) 

We thus have: 

<r=-£to=-0.027988 Q = io-\/T-£2 = 2.79614 rad/s 

co = 2.796 rad/s, £ = 11001 percent 

These values, as expected, are exactly equal to those obtained 
from the theoretical analysis. The procedure is then applied 
to the other cases that include noisy data. The results obtained 
for cases (2), (3), and (4) are presented in Table 1. 

The comparisons between theoretical evolutions and exper
imental values are shown in Figs. (5), (6), (7), and (8), re
spectively, for: 
—the evolution of velocity profiles calculated from Eq. (2) 

and values measured by a laser velocimeter; 
—the evolution of pressure in the elastic enclosure calculated 

from Eqs. (A.5), (A.9), and (2) and measured by gauge No. 
1; 

—theoretical and experimental central velocity (W(0, t)); 
—the evolution of fluid flow calculated from Eq. (4) and values 

obtained by numerical integration of the velocity profiles 
measured experimentally by a laser velocimeter. 
The agreement between the theoretical and experimental 

values, represented by points, seems to be satisfactory in gen
eral. 

In order to compare the results from the three different 
sources: theoretical, experimental and time-series analysis 
(ARMA), we have calculated the natural frequency and the 
damping ratio based on the experimental results. For this cal
culation, the fluid flow was obtained in different time frames 
through numerical integration of the velocity profiles measured 
experimentally by a laser velocimeter. We then applied, on this 
measured flow series, the same type of ARMA model as the 
one applied previously on the series generated synthetically, 
to obtain the Natural Frequency, the Damping Ratio, the 
Damped Frequency and the Decay Rate. These results are 
presented in the final column of Table 1. While the experi
mental results again seem to agree well with the theoretical 
results, we find that case 3, in which the white noise signal in 
the simulated noisy data is of zero average and standard de
viation 5.10~7 (3 percent of maximum amplitude), is the one 
that is the closest to the experimental results. 

6 Conclusion 
The theoretical study has allowed us to obtain the exact 

solution to the problem from the direct integration of the 
Navier-Stokes equations. 

The applicability of AR time series methodology in providing 
system dynamic parameters has been demonstrated. In both 
noise-free and noisy cases, the estimated parameters are re
markably accurate, the variation from theoretical values being 
consistently less than 2 percent for damping ratio values and 
0.005 percent for natural frequencies. The time series is purely 
data-based and, as such, it incorporates all the effects influ-
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Table 1 Comparison of theoretical, experimental, and simulated results (values ± 10 5) 

Decay rate 
Damped 

frequency 
Natural 

frequency 
Damping ratio 

Theoretical 
data 

0.02799 
2.796596 

2.79610 

1.001 % 

Simulated 
noise-free 
data 

Case (1) 

0.0279988 
2.79614 

2.79628 

1.001 % 

Simulated 

Case (2) 

0.02799 
2.79601 

2.79623 

1.001 % 

noisy data 

Case (3) 

0.02829 
2.79606 

2.79621 

1.012% 

Case (4) 

0.02998 
2.79604 

2.79620 

1.072 % 

Experimental 
data 

0.0284 
2.79627 

2.79642 

1.014 % 
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Theoretical 
Experimental (±1%) 

Fig. 8 Evolution of fluid flow 

encing the system's behaviour and, consequently, only reflects 
its dynamic properties. This method thus provides a complete 
estimate of dynamic parameters without the need to measure 
physical parameters. 

The operation of an experimental model has provided a 
means for verifying the validity of our theoretical assertions. 
The results, from various sources, are found to be in good 
agreement in each case, which is a good test of their quality 
individually. 

Such an approach should provide a great deal of information 
that is useful to physiologists who need to know with increasing 
precision, and without surgical intervention, the condition of 
the various organs and fluids of the body, in order to prevent 
the ultimate consequences of their deterioration. 

The authors are soon planning to apply the method to meas
urements from real applications in various domains. 
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A P P E N D I X A 

Establishment and Resolution of the Equation of Movement 
Based on the hypotheses formulated in Section 2, the Navier-

Stokes equations are written by projection on a system of 
cylindrical coordinates (e„ e„, ez): 

dp 

dx 
= 0 

Bw 
Yt~~ 

dp 

By' 

1 dp 

pg = 0 

ld_ I dw 

p dz r dr \ dr 

(A.l) 

(A.2) 

(A. 3) 

It is agreed that the motor pressure applied the tube be called 
P*, which is, in fact, the difference between the value P0 on 
the pressure scale at the free end of the tube and the counter-
pressure P that exists in the elastic enclosure at the other end: 

P*=P0-P (A.4) 

Also, the pressure variation AP in the elastic enclosure is 
proportional to the variation in volume AKof this enclosure: 

AP=KAV (A.5) 

The coefficient K is directly related to Young's modulus E 
and to the geometry of the enclosure. In the case of small 
deformities (linear elasticity), the coefficient K is constant 
(Zienkiewicz and Cheung, 1967): 

BP* AP*(t) P0 KAV(t) 
(A.6) 

L L L 

The volume of flow AV(t) from the initial moment to mo 
ment t is: 

(A.7) AV(t)= Q(t)dt 

where Q(t) represents the flow that is given as a function of 
the velocity W(r, f) by: 

W(r, t)rdrdd (A.8) 

where: 

AV(t)=2ir IT W(r, t)rdrdt (A.9) 

Based on relations (A.6) and (A.9), Eq. (A.3) gives us the 
integro-differential equation of the movement: 

' P0 2TTK f' f" , v d ( 
- = -j - 1 W(r,t)rdrdt + - - [ r 

pL pL J0 J0 r dr \ 
BW P0 2TTK 

dt 

with these conditions at the limits: 

dW 
Br 

(A. 10) 

W(a,t)=Q W(r, 0) = 0 
BW 
dr 

r = 0) 

To simplify the notation, let us make: 

pL pL 

The Laplace transform W(r, t) is written: 

W(r, s) = \ e-s'W(r, t)dt 
•Jo 

= 0 (A.ll) 

(A. 12) 

(A. 13) 

With the initial condition (W(r, 0) = 0), the transform of 
Eq. (A. 10) is written: 

d2W 1 dW s 

dr2 r dr sv vs Jn 
W= — Wrdr (A. 14) 
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It will be noted that in relation (A. 14) there is a Bessel 
equation, whose general solution is given by: 

W(r, s) = CJ0[ i_ \S-r\ +EY0(ifir C=-
s +—b 

2 
(A. 22) 

W(r,s)rdr (A. 15) Mi 

where Y0 is the modified second species Bessel function of 
order 0. 

Based on the condition with limits: 

ba ' \ A/ v 

• l ; ' + > * 

dW 
dr 

= 0, 

The integration constant C is determined by translating the 
fact that the fluid adheres to the wall ( W(a, t) = 0): 

By replacing constant C with its value in (A.21), the velocity 
becomes: 

the velocity must have a finite value for r = 0, and consequently 
E = 0. 

Let us calculate the integral: 

MiJva)-J0[i\-vr 

W(r,s)=A 

•In 
W(r, s)rdr ia 

2 a , 
s +—b 

2 
MiJa)-ba%(iJua 

By multiplying by r the relation (A. 15), and after integration 
with respect to variable r, we obtain: 

'>-l,j'(:'$)dr4i""-7''{"" <AJ6) 

H4) 

(A.23) 

Let us make H(s) = ia 

Let us now calculate: 

h=\ rJa\i ]-r\dr 

For this calculation, let us change the variable: 

And G(s) =ia 2 a , 
s +— b 

2 

MiJlaUjJiJr 

MiJ-A-ba^iiJa 

The relation (A.23) is written in the form: 
H(s) 

W(r, s) -• 
G(s) 

(A.24) 

X = irj-

h becomes: 7? = 

(A. 17) 

xMx)dx (A. 18) 

By applying the theorem of residuals, the transform of 
W(r, s) is expressed by: 

^•'>-S^«* (A.25) 

where 5 are the roots of G(s) = 0, and are therefore such 
that: 

Based on the recursion relations between J0 and J[t we ob
tain: 

• s> ia I— 
"V v 

2 a , 

sj + — b 
Jo[ Lra)~b(,2ji[' j~a) = ° (A-26) 

° J''i-Ha (A. 19) 
By deriving the denominator of (A.23), it can easily be shown 

that: 
.3 

(A.27) X/v 
G ' ( J , ) = ^ g / o ( X / ) * ( X / ) 

Combining (A. 19) with (A. 16), we obtain the value of the 
integral Iit which is: 

in which: 

cfA aC r I. \s 

/,=" 

*(x,) = 12yxi - ba + y) xi=iaJ~ y 
~\i v 

-2T (A.28) 
pv L 

Taking into account (A.28), Eq. (A.25) is written: 
(A.20) 

1 + 
2s2 W(r, T) = 16/37 XI 

• A I ( - X I ) ~MXi) 
1 \" I 2 

This relation is combined with (A. 15) to obtain: 
*(X,) /o(x,) 

(A.29) 

W(r,s) = C Mijr ba 
JAi.l-a 

s sz + -
a2b 

a2P0 

Apvl 

2 a , 
5 +— b 

2 

where: T = (v/a )t and x, are the roots of Eq. (A.26), which 
can be put in the form: 

7 = X 
Mx) 
Mx) 

(A.30) 

(A.21) 
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condition W{r, 0) = 0. If we remember that this initial con- Using the relation: 
dition was used in (A. 14) to obtain solution (A.29), then this (z\2p 

latter relation must satisfy this condition. On the other hand, I - I 
with some quite laborious calculations (Bennis, 1983) we can / A " " ( - iy \ 2 / 
show that: JAz)=X2) ^ ~pT T{v+p+1) (B"5> 

Jo[zXi\-MXi) where: V(v+p+ \) = {v+p)\ (B.6) 

V - — = 0 (A.31) we have: f" . / x / V y n (-1)* 

and thus: W(/-, 0) = 0 • / \ u 

x M =x,/.(x,) (B7) 
A P P E N D I X B 

Calculation of Instantaneous Flow Qn t n e otjjer hand-
The longitudinal fluid velocity is given by Eq. (2): rx, 2 

(r \ yMXi)dy = fJ0(Xi) (B.8) 
Jo(-Xi)-MXi) J° 2 

pj/(/. r ) = 1 6 o y _ ! _ _ _ _ _ e-x)r /B n from which, by substituting (B.7) and (B.8) into (B.3), we 
^ *(x,) -/o(x;) ' obtain: 1 

The expression for instantaneous flow is given by: Q(r) = 16I«?2/3Y V1 —X; °^x" e~*i'" (B.9) 

S27T na 

W(/-, T)rdrd6 (B.2) 
0 ° Taking into account the relation that exists between J0, / , and 

Suppose, by replacing the instantaneous velocity by its •'''•'• 
expression (B. 1): 2J, (x) -xJ0 (x) = xJ2 (x) 

rdr Again, Eq. (A.9) is written: 

Q(j) = 167ra2^7 Y] - i - ^ ^ e"*^ (B.10) 
(B.3) ^ ' T V * ( x / ) ^ i ( x ) ^ j 

By replacing (./2(x))/(^o(x)) = X4/Y based on relation (3), 
and by replacing J3 by its value /3 = a P0/4pvL, Eq. (B.10) is 
written: 

^\y*<y)-M*)W (B.4) e ( T ) =^?i£) e~* ( B J 1 ) 

00 

Q(r) = 327T/37 V — 

Y'*( xdMxi) Jo 
j4x) 

and we make: >> = r/o x; we obtain: 

r •A)(-x/l -Mxi) rdr 

-Mxi) 
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r&t&s&feK 

A Relative Examination of CD — Re 
Relationships Used in Particle 
Trajectory Calculations 

D. D. Kladas1 and D. P. Georgiou1 

Nomenclature 

A,B, C 
b 

Cn 
CD 

dp 
f 
L 

M 
m 
n 

Pr 
Re„ 

r 
r0 

Stk 
T 
V 

V„ 
7 
e 
/* 
p 

constants (Eq. (5)) 
height (Fig. 3) 
Cunningham correction factor 
drag coefficient 
particle diameter 
dimensionless radial distance 
characteristic length 
Mach number 
exponent, Eq. (5) 
exponent, Eq. (5) 
Prandtl number 
particle Reynolds number 
radial coordinate 
initial radial coordinate 
particle stokes number 
absolute temperature 
velocity, absolute 
free-stream velocity 
gas specific heat ratio 
angular coordinate 
dynamic viscosity 
density 

Introduction 

For a large variety of gas - particle flows, realistic simulation 
of particle behavior in the flowfield is needed to calculate 
accurate particle trajectories. The accuracy depends largely on 
the flowfield (loading, compressibility, unsteadiness, turbu
lence level), the forces acting on the particles (drag, gravity, 
buoyancy, Basset, Saffam lift, apparent mass, thermopho-
resis), and the particle size, density, and shape. Previous in
vestigators have employed simplified (and indeed justified) 
models in which spherical particles move in a steady, incom
pressible, single phase flow. 

'Research Associate and Assistant Professor, respectively, Department of 
Mechanical Engineering, Thermal Engines Laboratory, University of Patras, 
Rion, Greece. 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY 
OF MECHANICAL ENGINEERS. Manuscript received by the Fluids Engineering Di
vision August 9, 1991. Associate Technical Editor: F. T. Dodge. 

In trajectory calculations, the flowfield is known in either 
an analytical or a discrete (mesh) form. The particle equations 
of motion are integrated numerically using appropriately small 
steps. The predominant force acting on a particle is the drag 
force represented by a drag coefficient, CD, whose value de
pends mainly on the particle Reynolds number, Re^. At each 
step during the trajectory calculation, its value is input to the 
equations of motion that are being integrated. The dependence 
on Rep asks for accurate CD - Rep relationships. 

The present note examines the relative accuracy of 19 such 
relationships met in the literature. Two sample flowfields are 
considered: (i) a swirling flowfield similar to that found in 
cyclone separators and (ii) a cylinder in crossflow. The accuracy 
of fit of the various formulae to experimental data is reflected 
on the trajectory results, which in turn may be critical in the 
design process and performance prediction analysis. It must 
be here emphasized that trajectory predictions compared to 
the mean prediction of 19 formulae do not necessarily define 
a measure of accuracy or confidence of a particular drag for
mula, but only gives a measure of standard deviation. 

Equations of Motion 
The gas-particle interaction in single phase flow, (where 

coupling between the solid and the fluid phases is not needed 
when the density ratio is less than 0.001), is described with the 
particle Reynolds and Stokes numbers: 

Re„ = 
Ppdp\V-Vp\ 

Stk = 
PpVoodpCn 

18 nL 

(1) 

(2) 

In a given two-dimensional flowfield where only the drag 
force is assumed to act on the particle, the equation of motion 
is: 

dVp 18/x 
dt p.dp\Cn 

g(Re).(V-Yp) (3) 

The particle drag coefficient generally depends on a number 
of parameters (Walsh, 1976): 

CD = g(Rep, M, 7 , Pr, T/Tp) (4a) 

In the case of incompressible flow, the calculations are car
ried out using explicit CD - Re,, relations in the equation of 
motion: 

CD = g(Re„) (4b) 

Literature Survey 
Morsi and Alexander (1972) proposed a polynomial fit of 

the form: 
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CD = A+B.R4' + CR.eZ (5) 

Several investigators (Michaelides, 1988; Rudinger, 1976; 
Elfeki et al., 1987; Walsh, 1976; Husein, et al., 1973, 1974) 
have suggested different values for A, B, C, m and n for 
appropriate Rep ranges, listed in Table 1. 

A similar polynomial fit has been suggested by Tilly (1969) 
for studies of surface erosion: 

Cn --— (1+0.197 Re°63 +0.00026 Rej,38) (0-2.E5) 

where the number in parenthesis indicate the applicable particle 
Reynolds number range. Dring and Suo (1978) employ the 
following formula to study the particle motion in a swirling 
flowfield: 

4.5 + 24/Rep (0 -1 ) 
10**log28.5-0.8421ogRe/J 

+ 0.06919(logRep)
2 (0-60) 

10**2.0065-1.3831ogRep 

+ 0.19887(logRe/,)
2 (60 - 3000) 

0.4 (>3000) 

Cn = 

whereas Clevenger and Tabakoff (1976) study dust particle 
trajectories in a turbomachine using: 

CD = 

4.5 + 24/Re,, 
28.5 - 24(logRep) + 9.0682(logRep)

2 

-1.7713(logRe„)3 + 0.1718(logRep)
4 

-0.0065(logRePr 
0.4 

(0-1) 

(1 - 3000) 
(3O0O-2.E5) 

Flagan (1988) proposes the use of the following relation for 
cyclone separator work: 

CD = 

24/Re„ (<0.1) 

24 

ReP 

24 

Re„ 

1 + f- Rep + - | - Re2 ln(2Re/)) I ( 0 . 1 - 2) 3_ 

16 120 

(l+0.15Re°687) 

0.44 

(2-500) 

(500-2.E5) 

Pinkus (1983) studies the motion of steam droplets through a 
blade channel using: 

Cn = 
24/Rep 

0.05exp(6.193Re-°1496) 
0.398 

« 0 . 6 ) 
(0.6-1500) 

(>1500) 

Finally, White (1974) proposes a single drag formula over 
a wide range of Reynolds numbers: 

CD = 0.4 + (24/Re„) + - (0-2.E5) 

Figure 1 shows existing experimental data for smooth spheres 
compared with some of the expressions listed above. The Stokes 
regime (Rep < 0.2) is approximated well by all formulae. 
Allen's regime (0.2 < Rep < 500) and Newton's regime (Re^ 
> 500) are more difficult to approximate. Therefore, some 
disagreement is expected in trajectory calculations in these 
regions. 

A preliminary study on the relative accuracy of fit used the 
experimental data presented by Morsi and Alexander (1972) 
for 0 < Re„ < 200000. The formulae fit the data with varying 
degree of accuracy. To test the degree of deviation involved, 

Fig. 1 Drag coefficient of spheres versus particle Re number 

two flowfields are examined here. Since experimental data are 
not available, the trajectory results are compared to the mean 
prediction from all 19 formulas tested. 

The Swirling Flowfield 
The analysis of the flowfield, which simulates a free-vortex 

flow met in cyclone separators, can be found in detail in a 
paper by Dring and Suo (1978) in which the particle trajectory 
equation was formulated in the Stokes regime only. The as
sumption of free-vortex flow simplifies the analysis since only 
the radial component of the relative motion between the par
ticle and the fluid needs to be considered. In polar coordinates, 
the equation of the trajectory of a particle under the action 
of the drag force alone is, in the general case (f = r/r0): 

f"+[\-CD-£jr0(f')
2-f=0 (6) 

where 

3 p 1 
A = - . — . — 

4 Pp dp 

Equation (6) was integrated numerically using a fourth-order 
Runge-Kutta scheme at one degree steps. The nondimensional 
radial distance (J) of the particle was initiated at the value / 
= l (/• = rs). The integration was terminated a t / = /* , when 
6 = 90 deg. 

Figure 2 shows the results of the calculations for fly ash 
particles (pp = 2000 Kg/m3). The expression used by Michae
lides (1988) underestimaes/* by 21 percent, whereas that sug
gested by Rudinger (1976) overpredicts it by 64 percent. The 
percentage deviation (percent Es) from the mean value of/* 
increases with Stokes number. Most predictions are within 5 
percent of this mean. However, the formulae used by Mi
chaelides (1988) and Pinkus (1983) show errors up to 20 percent 
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Fig. 2 Percentage deviation from the mean result • swirling flowfield 
Fig. 3 Percentage deviation from the mean result • cylinder flowfield 

for Stk < 50. In particular, Ingebo's formula (Rudinger, 1976) 
results to very large errors which increase enormously at large 
Stokes numbers. Also, the relationship used by Dring and Suo 
(1978) deviates suddenly the mean prediction at large Stokes 
numbers. High particle Reynolds number are encountered dur
ing the trajectory at about 40 deg < 9 < 50 deg. These large 
deviations lead to considerable errors in cyclone wall impact 
location and efficiency prediction. 

Cylinder in Crossflow 
The potential flowfield around a cylinder in crossflow can 

be found in standard textbooks. The particles assume local 
flow velocity and direction three diameters upstream and pro
ceed to impact the cylinder. A preliminary examination showed 
that the point of the first impact on the frontal cylinder surface 
was predicted equally by al 19 drag expressions. This was 
because low particle Reynolds numbers (Rep < 1) were en
countered in this part of the motion. To examine trajectories 
at higher Rê  values, where the formulas disagree, it was nec
essary to consider the subsequent motion of the particle after 
its impact. (This might simulate the trajectory of fly ash par
ticles towards the leading edge of a turbine blade in a cascade.) 
The height b, above the cylinder axis, is therefore critical for 
the trajectory analysis. 

The velocity and direction of the particle after impact are 
found by using standard empirical relationships obtained by 
Elfeki and Tabakoff (1987). The equations of motion are in
tegrated by a R-K scheme. When a particle hits the cylinder, 
its velocity and direction after the impact are input to the 
trajectory code as the new initial conditions. The calculations 
stop when the particle passes directly above the cylinder at x 
= 0. 

The results for Stk = 50 are shown in Fig. 3. Again, the 
two extreme cases are those of Michaelides (1988) and Ingebo 
(Rudinger, 1976). The former underestimates b by 28 percent 
whereas the later overestimates it by 48 percent. All other 
trajectories lie within these limits. Following the impact, values 
of Re up to 140 were encountered. The percentage deviation 
(percent Ec) from the mean value of b obtained from the 19 
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Fig. 4 Comparison of absolute percentage deviations from the mean 
for the two flowfields 

expressions, increases with Stokes number. Deviation in most 
cases is in the range +5 percent for Stk < 50. Again, the 
formulas used by Michaelides (1988) and Pinkus (1983) un
derestimate b by about 25 percent. Ingebo's formula (Rudin
ger, 1976) results again to large errors. 

It is interesting to note the similarity of Figs. 2 and 3 for 
the two different flowfield cases. An examination shows that 
the relationships of Michaelides (1988), Rudinger (1976), Dring 
et al. (1978), and Pinkus (1983) deviate almost equally from 
the mean prediction. A comparison of percentage deviations 
(on an absolute basis) is shown in Fig. 4 for a range of Rep 
values. As it can be seen, the percentage deviation of the drag 
formulas used by Rudinger (1976), Dring (1978) and Pinkus 
(1983) is nearly the same in both flowfields. This indicates that 
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the prediction of the particle drag coefficient does not depend 
on whether the particle is in swirling or in stagnation flow. 

Conclusions 
(1) Fifteen of the nineteen CD - Rep relationships tested 

yield trajectory results which are within 10 percent of the mean 
value, for particle Stokes numbers up to 50. However, four 
drag formulae showed, in both a free-vortex and a cylinder 
flowfield, deviations larger than 20 percent from the mean 
prediction. 

(2) Large deviations from the mean are obtained for par
ticle Reynolds numbers in the Allen regime (0.2 - 500). The 
deviations increase with particle Stokes number. 

(3) The predictions do not seem to depend on the flowfield 
character. The same four formulae deviated from the mean 
prediction almost equally in both the swirling and the cylinder 
flowfields. 
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A P P E N D I X 

Table 1 Polynomial form 
A 

0 
3.69 
0.36 
0.6167 
0.3644 
0.3571 
0.46 

0 
4.5 
0 

0 
0 
0.44 
0.2 

0 

0 
4.5 
0.3246 
0.4 

0.48 

0 

0 
0 
0 

0 
0.324 
0.4 

2 
0.344 
0.44 

0 
0.4 
0.23 

0 
0 
0.44 

0 
0 
0.44 

B 

24 
22.73 
38.80 
46.50 
98.33 
148.62 

-490.546 

24 
24 
24 

24 
30 
0 
0 

24 

24 
24 
21.9416 
0 

28 

27 

24 
24 
24 

24 
21.9416 
0 

24 
67.3 
0 

24 
24 
21.5 

24 
24 
0 

24 
18.48 

C 

0 
0.093 

-12.65 
- 166.67 
-2778 
-47500 

57.87x10 

0 
0 
3.6 

0 
0 
0 
0 

4 

0 
0 
0 
0 

0 

0 

2.4 
2.64 
4.536 

3.6 
0 
0 

0 
-287.4 

0 

0 
4 
6.5 

0 
0 
0 

0 
0 

m 
- 1 
- 1 
- 1 
- 1 
- 1 
- 1 
- 1 

- 1 
- 1 
- 1 

- 1 
-0.625 

0 
0 

- 1 

- 1 
- 1 
-0.718 

0 

-0 .85 

-0 .84 

- 1 
- 1 
- 1 

- 1 
-0.718 

0 

- 1 
, - 1 

0 

- 1 
- 1 
- 1 

- 1 
- 0 . 6 

0 

- 1 
- 0 . 6 

n 
- 2 
- 2 
- 2 
- 2 
- 2 
- 2 
- 2 

0 
0 

-0.313 

0 
0 
0 
0 

-0.3333 

0 
0 
0 
0 

0 

0 

-0 .01 
-0 .19 
-0 .37 

-0.313 
0 
0 

0 
- 2 

0 

0 
- 0 . 5 
- 0 . 5 

0 
0 
0 

0 
0 . 

Re range 
0-0.1 
0.1-1 
1-10 

10-100 
100-1000 

1000-5000 
5000-10000 

0-0.1 
0.1-1 

1-1000 

0-1 
1-800 

800-2x10 
> 2 x l 0 

9 

0-0.1 
1-4 

4-2000 
>2000 

0.1-500 

0.2-2 
2-21 

21-200 

0-200 
200-2500 

>2500 

0-10 
10-700 

>700 

? 

0-1 
1-1000 
>1000 

0-1 
1-500 
>500 
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A Unifying Method for Sizing 
Throttling Valves Under Laminar or 
Transitional Flow Conditions 

H. D. Baumann1 

The mass flow passing through a given valve will decrease in 
Reynolds number ranges below approximately 10,000 due to 
the transition from fully developed turbulent to laminar flow. 
The objective of this study is to provide a uniform prediction 
method to establish, with reasonable accuracy, the ratio be
tween the turbulent and transitional or laminar flow rate pass
ing through a given valve, taking into account the valve's 
hydraulic diameter and the initial turbulent velocity head loss 
coefficient. Experimental data from prior research tends to 
support a proposed "unified sizing method" that is applicable 
for all single-stage valves regardless of size or type. 

Nomenclature 

A 
A0 

C 

d = 
D = 

DH = 
D0 = 

/ = 
F„ = 
FL = 

FR = 

Gf = 
K = 

K"L = 

KVT = 

KPL = 

KPT = 

L = 

NR = 

Po = 
Pi = 
Pi = 

Q = 
Re„ = 

area of pipe, m 
flow area through valve trim, m2 

flow coefficient of valve established under turbu-
•5 (m3/s)(Kg/m3)a5 / lent flow conditions 2.4 x 10 

(N/m2)05 

valve size, mm 
diameter of pipe 
hydraulic diameter of valve trim flow passage 
equivalent orificial diameter of trim flow area 
friction factor, K/(L/D) 
valve style modifier, DH/D0 

liquid pressure recovery factor (see ISA Standard 
75.01, 1985) (Pi - Pi/Pi - P0f-

S 

valve Reynolds number factor, (see ISA Standard 
75.01, 1985) 
specific gravity of fluid, p/p water 
turbulent velocity head loss coefficient of valve 
trim and pipe, K„T + KPT 

velocity head loss coefficient of valve at Reynolds 
numbers below 10,000 
velocity head loss coefficient of valve at turbulent 
flow, i.e., ReK > 10,000 
velocity head loss coefficient of pipe (8 x L/D) at 
same Reynolds numbers below 10,000 
velocity head loss coefficient of 8 diameter length 
of pipe at turbulent flow (8 L/D = Standard ISA 
Test Section for Measuring C„r), Re„> 10,000. 
length of pipe 
FR/Fd 

vena contracta pressure in kPa 
inlet pressure in kPa 
outlet pressure in kPa 
flow rate in mVh 
valve Reynolds number 
kinematic viscosity, cSt, 10"6 mVs 
fluid density, Kg/m3 

'H. D. Baumann Assoc, Ltd., Portsmouth, NH 03801. 
Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY 
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Fig. 1 Various correction curves for FR. The ratio between turbulent 
valve flow coefficient and those measured at lower Reynolds numbers. 
Area above Re„ 400 may exhibit unstable flow behavior. 

Introduction 
During a study by Marcadet (1982) of flow phenomena in 

throttling valves having very small fluid conduits or orifices, 
it was found that the ratio between the flow rate under fully 
developed laminar conditions and the turbulent flow rate was 
significantly different for a given valve Reynolds number than 
guidelines established within the Instrument Society of Amer
ica's (ISA) Standard 75.01 (1985) would have predicted. Sim
ilar discrepancies were found by George (1989) and Baumann 
(1991a). 

Correction curves found in ISA Standard 75.01 (1985) are 
based on the pioneering work of Stiles (1967) who measured 
ratios between laminar, transitional, and turbulent flow on a 
number of control valves ranging from sizes Vi to 1 Vi in. using 
fluids ranging from water to high viscosity oils. However, while 
his test curves were very consistent, there were significant dis
parities between different valve sizes and valve plug types. Stiles 
found no satisfactory explanation for these significant dis
parities, and the committee writing the ISA Standard 75.01 
(1985) chose to integrate these into a broad tolerance spectrum 
shown as Curve B in Fig. 1. An example may serve to dem
onstrate the degree of error that could be caused using the 
current ISA sizing method: 

• Using a ball valve having a C„ rof 10.4, it is desired to know 
the flowing quantity of Naphthalene having a kinematic 
viscosity v of 398 cSt at 20°C, an inlet pressure of 345 kPa, 
and an outlet pressure of 312 kPa. The pipe size is 15 mm. 
The FL factor of the valve is 0.54, and the specific gravity 
Gf of the fluid is 1.15. The current Eqs. (9) and (11) and 
Fig. 1 in ISA Standard 75.01 (1985) can be solved simul
taneously to yield the following: 

9 = 0.0865 xFRxCUT(Pl-P2f
5/(Gf)

0-5 (1) 

q = 0.0865 x 0.6 X 10.4(33)°V(1.15)0'5 

,? = 2.9m3/h 

FR is determined from the valve Reynolds number given as 

76000 xFdxq 
Re„ = -

iHC^X-F i r 3 \0.00214xcT 

FiC2
vT 

t+1 (2) 

Re„ = 
76000x1x2.9 /0 .54 2 xl0 .4 2 

; + l 
"398(10.4xO.54)05 \0 .00214xl5 4 

Re„ = 249, yielding an FR of 0.6 from Fig. 1 of the ISA 
Standard 

Note, in the current standard, Table D-l gives Fd as 1.0 for a 
ball valve; however, Fd should have been 0.9 for the chosen 
valve at the given opening. When Fd is changed and Eq. (11) 
of this paper is used to calculate FR, a new simultaneous so
lution yields an FR of 0.25, a valve Reynolds number of 92.7, 
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Fig. 2 Test data taken from Kittredge and Rowley (1957) on a number 
of 1/2 in. valves and a straight pipe with 15.94 mm inside diameter and 
using S.A.E. 10 oil as fluid. 

and a flowing quantity of only 1.2 m3/h compared to the 2.9 
mVh flow rate given above. Even more significant errors ap
pear in the sizing of small flow valves as shown by test data 
from Baumann (1991a) in his Figs. 5 and 6 when the current 
ISA method is used as a prediction method. This paper pro
poses a method that improves the sizing accuracy for not only 
small flow valves and globe valves, but also covers other valve 
styles such as butterfly valves and ball valves for which no 
current sizing method exists. 

Investigation of Prior Research Data 
Independent verification of the data by Stiles (1967) was 

obtained from test results published by Kittredge and Rowley 
(1957) on a number of lA in. valves and fittings. While the 
scattering of valve test data seemed at first discouraging (see 
Fig. 2), it was found that after converting the data into terms 
of C„ and FR sizing coefficients, now in worldwide use by the 
valve industry (see ISA Standard 75.01, (1985) and the equiv
alent International IEC Standard publication 534-2-1) and con
verting the pipe Reynolds number into the ISA defined valve 
Reynolds Re„ (see Eq. (2)), the data did show good conformity 
to those of Stiles (see Fig. 3). In order to establish the C„ of 
a given test valve from Kittredge and Rowley (1957) data, an 
equation derived from the Darcy formula was used: 

5.98X104 ,4 
(3) ^•Vj~ 

yfK, Vj~T J\.pj 

Note, that the area of the pipe is used here since the K factors 
from the above reference are based on the fluid velocity in the 
pipe. 

According to ISA Standard 75.01 (1985), FR was established 
by dividing C„L (or laminar flow coefficient) by C„ or: 

F* = 
5.98 X104 ,4 /5.89xl04^4 

VKL »L + KpL 
yfKl f' f^Pf 

FR = \KVT+KPT / \KV, +K, *VL PL-

(4) 

(5) 

Data for the fully developed laminar regime (Re„ < 100) only 
showed very good correlation when the pipe Reynolds number 
was converted to a corresponding valve Reynolds number Re„, 
as defined in ISA Standard 75.01 (1985), by accounting for 
CVT and by multiplying NR by Fd (see Fig. 3). The latter is the 
valve style modifier defined by Baumann (1991b) as the ratio 
of the hydraulic diameter of a given valve passage to the equiv-
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Fig. 3 Unifying relationship for all valves from Kittredge and Rowley's 
(1957) and Stiles' (1967) test data. 
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Fig. A Test data from Fig. 2 converted into F„ and plotted as a function 
of Rev for different /(values. 

alent circular diameter of the corresponding flow area. For 
more discussion on the empirical determination of Fd, see be
low. Using regression analyses and plotting test data from 
Kittredge and Rowley (1957) against the valve Reynolds num
ber Re„, in the fully developed laminar flow regime all "pseudo 
C„" numbers, i.e., (1/1550) C„T x FR divided by the pipe area 
fall on, or close to, a line given by (Re„)0,5. As indicated in 
Fig. 3, the data given by Stiles conforms to this finding. The 
results can be expressed by the relationship: 

CUrFR= 1550 ^(Re„f5, 

or C„ FR = ,4 (Re^)0'5 if A is expressed in in2 

yl = C„7,(K)°V5.89xl04 (m2) 

(6) 

(7) Since 
from Eq. (3), 
combining Eqs. (6) and (7) yields: 

FR = 0.026(RevK)°-s (8) 
This equation2 shows that the ratio of laminar to turbulent 

flow is not dependent on valve size, as some data from Stiles 
(1967) might indicate, but rather on the half power of the 
velocity head loss coefficient K. The results for a if of 1.0 
closely matches the line given by George (1989). Figure 4, which 
shows partial test data from Kittredge and Rowley (1957), 

2NOTE: 1 C„ = 0.026 in.2 
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Fig. 5 Test data from Stiles (1967) for various V-port style valve sizes 
are plotted as a function of Re, for valves having different K values. 

seems to confirm the validity of Eq. (8). This finding explains 
the data in Stiles' (1967) Fig. 5, for example, showing an 
equivalent FR at a NR = 10 of about 0.15 for a Vi in. valve, 
yet 0.22 for a 1 Vi in. valve. In view of the data from Fig. 2, 
it appears that this difference is solely due to the fact that the 
K factors varied proportionally to the valve size as shown in 
Fig. 5. 

It, therefore, appears that in the truly laminar flow regime, 
C„T x FR is constant for a given pipe area and valve Reynolds 
number. 

This means that for any given valve the mass flow of a given 
fluid in the fully developed laminar regime is the same for a 
given pipe area, regardless of how torturous the flow path 
within the valve body or valve trim is, as long as the orificial 
discharge area is about equal to the pipe area. In other words, 
the valve simply becomes an extension in length to the adjacent 
piping. Note, that the above relationship applies only where 
the valve orifice diameter is approximately equal to the pipe 
inside diameter, i.e., where the fluid velocity in the pipe is not 
significantly different from that in the valve orifice and where 
there is no significant difference in the length of adjacent piping 
from those of the test section given in ISA Standard 72.02 
(1988). 

Establishment and Application of a Sizing Method for 
Transitional and Laminar Flow 

Having thus found a unifying relationship expressed by Eq. 
(6), it is possible to develop sizing equations which should give 
reasonably correct results, at least in the purely laminar flow 
regime. First, one has to calculate the valve Reynolds number 
from Eq. (2). The required turbulent flow coefficient C„ r for 
a valve, which is sufficient to pass a given quantity of viscous 
liquids or liquids flowing at low velocities, is also given in Eq. 
(9) of the ISA standard as: 

CVT=q(Gf)°-5/Q.OS65FR (P, - P 2 ) 0 5 . (9) 

The unknown factor here is FR which is given for the laminar 
flow regime by Eq. (8) as: FR = 0.026(Re„ ^)° '5- However, 
K, the velocity head loss coefficient of the valve and adjacent 
piping (K) is usually not stated in the manufacturer's litera
ture. It seems, therefore, more convenient to substitute C„T/ 
d1 for K in the calculation of FR, thus again from the Darcy 
Equation, 
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K=0.QQ214 dVC, 

making 

(10) 
FR= 1.2x 10-3(Re„)0V(CU7,/,i2) (11) 

when Eqs. (8) and (10) are combined. 
A problem arises in how to define the transitional flow 

regimes between Re„ 100 and 10,000, where there is no estab
lished relationship and where we may encounter bistable flow 
phenomena. Here we suggest the use of the following curve 
fitting equation: 

F^ = (Re„/10000)' (12) 

where n = 1 + K + log(Re„), an exponent that seems to best 
fit the available test data. FR establishes the correction factor 
for the transitional Reynolds number while FR from Eq. (11) 
is applicable strictly for purely laminar flow. The inflection 
points between the laminar (steep slopes) and transitional (less 
sloped) lines indicating FR in Fig. 6, clearly show that the effect 
of a torturous flow path in a valve is to delay the onset of 
laminar flow until the flow velocity is low enough (hence a 
lower Reynolds number) to prevent flow disturbances from 
being generated and thereby disturb streamlines. A less tor
turous valve, such as a fully open ball valve having a low 
velocity head loss coefficient K, or a high C„/d2 value, will 
produce fewer eddies capable of disrupting the formation of 
downstream streamlines. Hence, fully developed laminar flow 
occurs at much higher fluid velocities, i.e., Re^ numbers. 

A set of curves generated from Eqs. (11) and (12) are illus
trated in Fig. 6, while Fig. 7 shows a comparison of calculated 
FR values for a 1 in. globe valve, Fd 0.46 with a CUT/dl of 
0.017, with data taken using Mobil Compound DD, v = 580 
cSt, as test fluid from Stiles (1967) (abstracted from original 

C„ Jd = 11 when d is expressed in inches. 
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tabulated data). Fortunately, practically all valves sized for 
viscous fluids have full size trim, and therefore can be sized 
by the above method. The only exceptions are valves handling 
minute flowing quantities of either gas or liquid in which the 
flow passages are so small as to produce frictional pressure 
drop under low Reynolds numbers. Here, a velocity head loss 
coefficient of A' of 1 can be assumed in most cases at least 
where C„T is established by means of choked air flow, since 
there is virtually no hydraulic resistance in any part of the 
valve housing (the fluid velocity through the pipe and housing 
is insignificant), which normally accounts for the major por
tion of the K factors in full size valves. This is confirmed by 
data from George (1989). 

Establishing the Fd Factor 
The Fd factor, i.e., the ratio of the hydraulic diameter to 

the equivalent circular orifice diameter of the total flow area 
for a given valve trim has to be stated in the manufacturer's 
literature in order to allow the valve user the means to calculate 
Re„. This factor can be calculated in most cases from drawing 
dimensions and from equations given by Baumann (1991b). 
The results agree reasonably with most of the test data in this 
paper. Fortunately, the above unifying method does allow for 
the development of an equation that can derive a value for Fd 
from test data under fully laminar conditions (i.e., FR oc Re°'5). 

Since, from Eq. (2), Re„ = 76000 q Fd/v(C„T FL)as, ne
glecting the "velocity of approach" factor (the terms in pa
rentheses to the 0.25 power), and FR = 0.026 (Re„ K)°\ 

Fd=0M9(CVTFL)°-5vFR/qK.4 (13) 
In order to get correct results, sufficient test points have to 

be taken to ensure that FR is proportional to (Re„)0'5. Finally, 
Eq. (13) should be employed for at least three consistent, 
separate laminar flow rates from which an average Fd value 
may then be taken. Any experimental determination of FR or 
Fd should only be done with sufficient length of upstream and 
downstream pipe so that pressure measurements upstream and 
downstream are free of any flow disturbances caused by the 
valve to be tested. According to Beck (1944), such disturbances 
can propagate downstream up to 50 pipe diameters of pipe 
length for a pipe tee; for example, when Reynolds numbers 
are significantly above 380, but tend to reduce to only 10 
diameters at this number. The length of the measuring section 
given by ISA Standard 75.02 of 8 L/D should therefore only 
be used to measure FR and Fd at valve Reynolds numbers below 
100. 

Conclusion 
Present sizing methods published by the Instrument Society 

of America for the prediction of valve flow rates at Reynolds 
numbers below 5000 have been shown to be incomplete and 
error prone. Besides the lack of a precise definition for the 
valve style modifier Fd there has to be a more detailed method 
to calculate the FR factor for other than simple, single-seated 
globe valves with K factors around 12 and Fd = 1 on which 
the present method is based. From prior test data, it was found 
that for valves having orifice sizes close to the pipe diameter, 
the flow coefficient C„ under laminar conditions (C„T x FR) 
is the same for a given valve Reynolds number and pipe area 
regardless of valve size or valve type. This finding leads to the 
derivation of equations for the estimation of FR and for the 
verification of Fd from test data. The available test data shows 
good agreement with the estimated values of both terms. Fi
nally, empirical equations are proposed to cover the transi
tional flow regime between truly laminar and fully turbulent 

"NOTE: The constant in Eq. (13) becomes 0.086 when q is given in U.S. 
Gallons per Minute. 

flow based on a valve's specific resistance coefficient K and 
the corresponding CVj./d

2 value. 
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tabulated data). Fortunately, practically all valves sized for 
viscous fluids have full size trim, and therefore can be sized 
by the above method. The only exceptions are valves handling 
minute flowing quantities of either gas or liquid in which the 
flow passages are so small as to produce frictional pressure 
drop under low Reynolds numbers. Here, a velocity head loss 
coefficient of A' of 1 can be assumed in most cases at least 
where C„T is established by means of choked air flow, since 
there is virtually no hydraulic resistance in any part of the 
valve housing (the fluid velocity through the pipe and housing 
is insignificant), which normally accounts for the major por
tion of the K factors in full size valves. This is confirmed by 
data from George (1989). 

Establishing the Fd Factor 
The Fd factor, i.e., the ratio of the hydraulic diameter to 

the equivalent circular orifice diameter of the total flow area 
for a given valve trim has to be stated in the manufacturer's 
literature in order to allow the valve user the means to calculate 
Re„. This factor can be calculated in most cases from drawing 
dimensions and from equations given by Baumann (1991b). 
The results agree reasonably with most of the test data in this 
paper. Fortunately, the above unifying method does allow for 
the development of an equation that can derive a value for Fd 
from test data under fully laminar conditions (i.e., FR oc Re°'5). 

Since, from Eq. (2), Re„ = 76000 q Fd/v(C„T FL)as, ne
glecting the "velocity of approach" factor (the terms in pa
rentheses to the 0.25 power), and FR = 0.026 (Re„ K)°\ 

Fd=0M9(CVTFL)°-5vFR/qK.4 (13) 
In order to get correct results, sufficient test points have to 

be taken to ensure that FR is proportional to (Re„)0'5. Finally, 
Eq. (13) should be employed for at least three consistent, 
separate laminar flow rates from which an average Fd value 
may then be taken. Any experimental determination of FR or 
Fd should only be done with sufficient length of upstream and 
downstream pipe so that pressure measurements upstream and 
downstream are free of any flow disturbances caused by the 
valve to be tested. According to Beck (1944), such disturbances 
can propagate downstream up to 50 pipe diameters of pipe 
length for a pipe tee; for example, when Reynolds numbers 
are significantly above 380, but tend to reduce to only 10 
diameters at this number. The length of the measuring section 
given by ISA Standard 75.02 of 8 L/D should therefore only 
be used to measure FR and Fd at valve Reynolds numbers below 
100. 

Conclusion 
Present sizing methods published by the Instrument Society 

of America for the prediction of valve flow rates at Reynolds 
numbers below 5000 have been shown to be incomplete and 
error prone. Besides the lack of a precise definition for the 
valve style modifier Fd there has to be a more detailed method 
to calculate the FR factor for other than simple, single-seated 
globe valves with K factors around 12 and Fd = 1 on which 
the present method is based. From prior test data, it was found 
that for valves having orifice sizes close to the pipe diameter, 
the flow coefficient C„ under laminar conditions (C„T x FR) 
is the same for a given valve Reynolds number and pipe area 
regardless of valve size or valve type. This finding leads to the 
derivation of equations for the estimation of FR and for the 
verification of Fd from test data. The available test data shows 
good agreement with the estimated values of both terms. Fi
nally, empirical equations are proposed to cover the transi
tional flow regime between truly laminar and fully turbulent 

"NOTE: The constant in Eq. (13) becomes 0.086 when q is given in U.S. 
Gallons per Minute. 

flow based on a valve's specific resistance coefficient K and 
the corresponding CVj./d

2 value. 
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practical applications, such as, for example, calculating the 
"cost," in terms of pressure drop, of enhancing the rate of 
convection heat transfer in heat exchangers by packing the 
tubes of the heat exchangers with spheres. 

Introduction and Statement of Objective 
Circular cylinders packed with solid spheres represent a class 

of porous media. In was shown by Fand et al. (1987) that 
certain numerical parameters which govern incompressible fluid 
flow through such porous media are substantially independent 
of the dimension ratio, D/d, for D/d > 40, where D and d 
represent the pipe and sphere characteristic dimensions (di
ameters), respectively. Since these numerical values pertain 
only for sufficiently large values of D/d, they are referred to 
as "asymptotic values" of the parameters and are designated 
by the subscript oo. 

Fand and Thinakaran (1990) have shown that in the range 
1.40 < D/d < 40 the flow parameters are functionally de
pendent upon D/d. The cause of this dependency is the so-
called "wall-effect." Within the annular "zone of the wall" 
the average porosity (void fraction) is greater than it is without, 
and hence the average velocity of flow is higher within the 
zone than without—this effect is commonly referred to as 
"channelling." Fand and Thinakaran (1990) quantified the 
influence that the wall, via channelling, exerts upon the flow 
parameters for D/d > 1.40 by means of empirically determined 
correlation equations that contain functions of D/d. These 
correlation equations express the relationship between the pres
sure gradient and the velocity for incompressible fluids whose 
density (p) and dynamic viscosity (/x) are known. 

The objective of the present study was to extend the range 
of predictability of incompressible flow through pipes packed 
with spheres by obtaining and correlating experimental data 
for values of D/d between 1.40 and the smallest value of 
D/d that was conveniently achievable in the laboratory2; more 
specifically, the present study deals with the range 1.08 < 
D/d < 1.40. 

Background and Review of the Literature 
There exists a range of the Reynolds number, Re, associated 

with flow through a porous medium that is sufficiently low as 
to render inertial forces negligible in comparison with viscous 
forces, and to which the following relationship, called Darcy's 
law, is applicable: 

" ' - * * 
(1) 

where P' represents the negative of the pressure gradient in 
the direction of flow, v is the volume rate of flow per unit 
area (called the superficial speed or Darcian speed or simply 
speed3), JX is the dynamic viscosity of the fluid, and K is a 
constant of proportionality called the permeability. The Reyn
olds numbers corresponding to the lower and upper bounds 
of the Darcy regime will be designated by ReDL and ReDH, 
respectively. No precise information is available concerning 
the magnitude of ReDL» but published data on Darcy flow 
indicate that ReDL < 10"5. Since ReDL is so low as to be 
undetectable under ordinary circumstances, the range of the 
Darcy regime will hereafter be indicated by Re < ReDH. 

The lowest possible value of D/d is unity, which corresponds to packing a 
pipe with spheres having the same diameter as the pipe. No flow is possible in 
this limiting case. 

3The term "velocity" is used when the context makes the intended meaning 
clear (Re is based on v and d). 

The following equation accurately represents the value of K 
for porous media whose matrices are composed of spheres: 

K=-
(1-e) 2 

36«a 
(2) 

where e is the porosity and K is an experimentally determined 
dimensionless constant called the Kozeny-Carman constant. 
Substitution for K per Eq. (2) in Eq. (1) yields 

P' = 36m ( 3 ! I; Re< ReDH. (3) 

Equation (3) can be recast as follows: 

/ ' = — ^ ; Re<ReD H , 
Re 

where / ' , called the a-modified friction factor, is defined by 

(4) 

dP'/apv . Darcy flow is completely characterized by 
(4) if K is known for a given fluid (p, /*) and packing (d, 

f 
Eq. 
e). 

Forchheimer (1901) was first to suggest a nonlinear rela
tionship between the pressure gradient and fluid velocity for 
cases when the Reynolds number is so high that inertia forces 
are no longer negligible (as they are for Darcy flow). In 1901 
he proposed a second order equation to fit experimental data 
as follows: 

P' =av + bv2, (5) 
where a and b are empirical constants. 

Ergun (1952) generalized Eq. (5) and concluded that P' can 
be equated to the sum of two terms as follows: 

'-(^M?)*--^'- ( l - e ) 
(6) 

where A and B are dimensionless constants which are referred 
to hereinafter as the first and second Ergun constants for 
Forchheimer flow. Equation (6) can be cast in the following 
useful form: 

(7) 

- e) are called the /3-

f" =A/Re'+B 

where/" = dP'//3pv2 and Re' = Re/(1 
modified friction factor and modified Reynolds number, re
spectively. 

It has been found that Eq. (6) represents turbulent flow, 
provided that the Ergun constants are properly evaluated. The 
Ergun constants for turbulent flow are denoted by A' and B' 
(instead of A and B). 

Forchheimer flow occurs in a region defined by ReFL < Re 
< ReFH and turbulent flow occurs in a region defined by Re 
> ReTL. It has been shown in two prior studies that ReDH = 
2.3, ReFL = 5, ReFH = 80 and ReTL = 120 for D/d > 1.40 
for pipes packed with spheres. In order to facilitate the math
ematical characterization of the transition regions that lie be
tween Darcy and Forchheimer and between Forchheimer and 
turbulent flow, Fand et al. (1987) replaced these regions by 
fictitious "points of transition," ReDF (= 3.0) and ReFT 

(= 100), at which the flow is imagined to change abruptly 
from one kind to another. With this fiction the flow can be 
characterized within the transition regions by Eqs. (1) and (6) 
without incurring excessive error. 

In order to account for the effect of a confining wall, Riechelt 
(1972) defined the following "wall-modified" parameters: 

fw = / " /M and Reiv = Re' /M, where M- 1 + \ 
D(l-e) 

4In the present context, to "characterize" a flow means to provide an equation 
or equations that functionally relate P' and v for that flow. 
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Equation (4) can be rewritten in terms of the / „ and Relv as 
follows: 

36/c 
Jw~M2Re„ 

(8) 

and Eq. (7) can be rewritten as follows: 

Table 1 Experimental values of geometrical parameters 
Test 
series 

A 
B 
C 
D 

D 
(m) 

0.0064516 
0.0070104 
0.0064516 
0.0055880 

d 
(m) 

0.0059901 
0.0059901 
0.0049997 
0,0039940 

L 
(m) 

1.0696 ' 
1.0696 
1.0696 
1.0696 

D/d 

1.0770 
1.1703 
1.2904 
1.3991 

e 
0.4125 
0.4974 
0.5687 
0.6168 

fw = ^ + B„ or /wRew = AW + BwRen Rew 
(9) 

Aw and Bw are called the first and second Ergun-Riechelt pa
rameters for Forchheimer flow. It has been shown that Eq. 
(9) holds for D/d > 1.40 for turbulent flow if the Ergun-
Riechelt parameters therein, now denoted by A'w and B'w (in
stead of Aw and Bw), are properly evaluated. 

It has been concluded on the basis of experimental data that 
each of the five flow parameters (K, Aw, BW, A'„ and B'w) in 
Eqs. (8) and (9) can be represented, for D/d > 1.40, by cor
relations having the following common form: 

Y=Ya -ae 
-AD/d) (10) 

wheref(D/d) = p(D/df + g(D/d)2 + r(D/d) and Y„, a, 
p, q, r are numerical constants listed in the publication by 
Fand and Thinakaran (1990). The results of the present study 
show that Eq. (10) must be replaced by a different function 
of D/d for D/d < 1.40. 

Experimental Apparatus and Procedure 
The experimental apparatus employed in the present study 

consisted of a precision-built stainless steel water tunnel into 
which were incorporated a series of interchangeable circular 
cylindrical test sections that were packed with glass spheres. 
The apparatus and general procedures were identical with those 
employed by Fand et al. (1987), except for a change (increase) 
in the lengths of the packed test sections and variations in 
D/d. The length-to-diameter ratios, L/D, of the test sections 
exceeded 150 in all cases, thereby, it is believed, rendering 
entrance effects negligible. Table 1 lists the experimental values 
of all geometric parameters. (The data for D/d = 1.40 were 
taken from Fand and Thinakaran (1990).) 

A test consisted of a set of simultaneous steady-state meas
urements of water temperature and velocity, plus the pressure 
drop across the entire test section, for which the porosity was 
determined by weighing and computing the volume of the glass 
spheres comprising the packing. A total of 266 tests were per
formed in the range 0.3 < Re < 705. The uncertainties in the 
experimentally measured variables at 20:1 odds do not exceed 
2 percent while those for the derived variables f„, K, A W , A'W, 
B„, and Bw lie between 3 and 5 percent. 

Results 
The values of all five flow parameters were obtained by a 

computerized linear regression analysis of the experimental 
data based upon Eqs. (8) and (9) for each of the four test series 
{D/d = 1.40, 1.29, 1.17, 1.08). It was then found that each 
of the five flow parameters could be represented by the fol
lowing polynomial form: 

Y=a + b(D/d)+c{D/d)2; 1.08 <D/d< 1.40, (11) 

where 7 stands for any one of the parameters, and a, b, and 
c are constants listed in Table 2. As is clear from a perusal of 
Table 2, Eq. (11) contains linear and quadratic branches. A 
comparison of Eqs. 10 and 11 reveals that the behavior of the 

Table 2 Correlation constants to be used in conjunction with 
Eq. (11) 

1.08<D/d<1.17 1.17<C/rf<1.40 
a b e 

K 

Bw 

A„ 
B' 

2604.4 
40536 
143.82 
35852 
153.67 

-4277.0 
-68761 
-239.55 
- 60094 
-258.55 

1776.4 
29274 
100.82 
25370 
109.51 

171.3 
440.3 
5.728 
1103.3 
3.671 

-119.0 
-240.4 
-3.558 
-711.5 
-2.219 

0 
0 
0 
0 
0 

60 

K 40 

Equation (11) 

O Experimental data 

1.1 1.2 

D/d 

1.3 1.4 

Fig. 1 Kozeny-Carman constant as a function of the dimension ratio 

flow parameters is radically different below D/d = 1.40 (where 
they are monotonically decreasing with D/d) from what it is 
above D/d = 1.40 (where they are monotonically increasing 
with D/d). Equation (11) was forced to yield the same values 
of the flow parameters as does Eq. (10) for the particular value 
of D/d = 1.40; further, the linear (determined by regression 
analysis) and quadratic branches of Eq. (11) were forced to 
have common points and equal slopes at D/d = 1.17, which 
insured that the graphs of the parameters would be "smooth." 
The common point was chosen to be at D/d = 1.17 because 
it resulted in the minimum discrepancy (error) between the 
predictions of Eqs. (8) and (9) and the experimental results 
that these equations are purported to represent. To illustrate 
the behavior of the flow parameters for D/d < 1.40, a graph 
of K per Eq. (11) is shown in Fig. 1 together with experimentally 
determined values. 

Fand and Thinakaran (1990) found that the upper and lower 
bounds of all three basic types of flow were the same (ReDH 
= 2.3, ReFL = 5, ReFH = 80, ReTL = 120) for all values of 
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D/d > 1.40. However, here it was found that these bounds 
are not invariant for D/d < 1.40. In the present study, the 
bounds were found by determining those experimental values 
of Re for which the data deviated from the linearity predicted 
by Eqs. (8) and (9). This procedure led to the finding that the 
bounds in question can be represented by the following linear 
equations for D/d < 1.40: 

ReDH=10.6-5.90(Z>/rf), 

ReFL = 376.5 -265.6(D/d), 

ReFH = 707.0 -448.2(ZVrf), 

ReTL = 982.1-616.2(£)/rf), 

(12a) 

(126) 

(12c) 

(\2d) 

These equations reveal that the spans of the transitions increase 
as D/d decreases monotonically from D/d = 1.40. Also, it 
was found that the hypothetical points of transition mentioned 
in the review of the literature could be represented by the 
following linear equations for D/d < 1.40: 

ReDF=17.8-10.6CD/cO, (lie) 

ReFT= 844.6- 532.2(D/d). (12/) 

A graph of fw obtained by utilizing Eqs. (8), (9), (11), and 
(12) is shown, by way of example, in Fig. 2 for D/d = 1.077. 
Figure 2 also contains relevant representative experimental data 
for visual comparison purposes. The mean deviation of the 
errors incurred by Eq. (11) relative to the experimentally de
termined values of each of the five flow parameters is less than 
6 percent. This level of agreement is deemed sufficient to render 
the correlation acceptable. 
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A Numerical Study on the Generation 
Mechanism of Turbulence-Driven Sec
ondary Flow in a Square Duct 

Hyon Kook Myong1 

The generation mechanism of turbulence-driven secondary 
flows in a square duct is numerically investigated in the present 
study by using an anisotropic low-Reynolds-number k-e tur
bulence model. Special attention is directed to the distributions 
of turbulence quantities, which are responsible for the sec
ondary flow generation, such as the anisotropy of normal 
Reynolds stresses and the secondary Reynolds shear stress act
ing on the cross-sectional plane. The vorticity transport process 
is also discussed in detail, based on the numerical evaluation 
of the individual terms which appear in the stream wise vorticity 
transport equation 

Nomenclature 
a, D = duct half width and hydraulic diameter, respec

tively 
k = turbulent kinetic energy 

JRe = Reynolds number (Re = UbD/v) 
v2, w1 = normal Reynolds stresses acting on the cross-sec

tional plane 
Uw = secondary Reynolds shear stress 

Ub, Uc = streamwise bulk-mean and central mean veloci
ties 

V, W = mean secondary velocities 
x, y, z = Cartesian coordinates 

v = kinematic viscosity 
vt = eddy diffusivity of momentum 
e = dissipation rate of k 

Qx = streamwise vorticity 

1 Introduction 
The turbulent flow in straight noncircular ducts is charac

terized by the occurrence of turbulence-driven secondary flow. 
Since Brundrett and Baines (1964) and Perkins (1970) have 
shown from their experimental investigations that this tur
bulence-driven secondary flow results from the anisotropy of 
each Reynolds stress in the cross-sectional plane, a considerable 
number of investigations have been carried out, experimentally 
and numerically, to clarify the characteristics of this flow dur
ing past two decades (see e.g., Melling and Whitelaw, 1976; 
Gessner et al., 1979; Launder and Ying, 1973; Demuren and 
Rodi, 1984; and Myong and Kobayashi, 1991). These inves
tigations, however, have focused mostly on the global features 
of turbulent flow quantities such as distributions of mean 
velocity and Reynolds stress components. 

It is well-known that the secondary flow generation in a 
noncircular duct is directly associated with the streamwise vor
ticity and thus the vorticity transport equation shows the mech
anism of the secondary flow generation. In particular, since 
the turbulence quantities of both the anisotropy of normal 
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D/d > 1.40. However, here it was found that these bounds 
are not invariant for D/d < 1.40. In the present study, the 
bounds were found by determining those experimental values 
of Re for which the data deviated from the linearity predicted 
by Eqs. (8) and (9). This procedure led to the finding that the 
bounds in question can be represented by the following linear 
equations for D/d < 1.40: 

ReDH=10.6-5.90(Z>/rf), 

ReFL = 376.5 -265.6(D/d), 

ReFH = 707.0 -448.2(ZVrf), 

ReTL = 982.1-616.2(£)/rf), 

(12a) 

(126) 

(12c) 

(\2d) 

These equations reveal that the spans of the transitions increase 
as D/d decreases monotonically from D/d = 1.40. Also, it 
was found that the hypothetical points of transition mentioned 
in the review of the literature could be represented by the 
following linear equations for D/d < 1.40: 

ReDF=17.8-10.6CD/cO, (lie) 

ReFT= 844.6- 532.2(D/d). (12/) 

A graph of fw obtained by utilizing Eqs. (8), (9), (11), and 
(12) is shown, by way of example, in Fig. 2 for D/d = 1.077. 
Figure 2 also contains relevant representative experimental data 
for visual comparison purposes. The mean deviation of the 
errors incurred by Eq. (11) relative to the experimentally de
termined values of each of the five flow parameters is less than 
6 percent. This level of agreement is deemed sufficient to render 
the correlation acceptable. 
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A Numerical Study on the Generation 
Mechanism of Turbulence-Driven Sec
ondary Flow in a Square Duct 

Hyon Kook Myong1 

The generation mechanism of turbulence-driven secondary 
flows in a square duct is numerically investigated in the present 
study by using an anisotropic low-Reynolds-number k-e tur
bulence model. Special attention is directed to the distributions 
of turbulence quantities, which are responsible for the sec
ondary flow generation, such as the anisotropy of normal 
Reynolds stresses and the secondary Reynolds shear stress act
ing on the cross-sectional plane. The vorticity transport process 
is also discussed in detail, based on the numerical evaluation 
of the individual terms which appear in the stream wise vorticity 
transport equation 

Nomenclature 
a, D = duct half width and hydraulic diameter, respec

tively 
k = turbulent kinetic energy 

JRe = Reynolds number (Re = UbD/v) 
v2, w1 = normal Reynolds stresses acting on the cross-sec

tional plane 
Uw = secondary Reynolds shear stress 

Ub, Uc = streamwise bulk-mean and central mean veloci
ties 

V, W = mean secondary velocities 
x, y, z = Cartesian coordinates 

v = kinematic viscosity 
vt = eddy diffusivity of momentum 
e = dissipation rate of k 

Qx = streamwise vorticity 

1 Introduction 
The turbulent flow in straight noncircular ducts is charac

terized by the occurrence of turbulence-driven secondary flow. 
Since Brundrett and Baines (1964) and Perkins (1970) have 
shown from their experimental investigations that this tur
bulence-driven secondary flow results from the anisotropy of 
each Reynolds stress in the cross-sectional plane, a considerable 
number of investigations have been carried out, experimentally 
and numerically, to clarify the characteristics of this flow dur
ing past two decades (see e.g., Melling and Whitelaw, 1976; 
Gessner et al., 1979; Launder and Ying, 1973; Demuren and 
Rodi, 1984; and Myong and Kobayashi, 1991). These inves
tigations, however, have focused mostly on the global features 
of turbulent flow quantities such as distributions of mean 
velocity and Reynolds stress components. 

It is well-known that the secondary flow generation in a 
noncircular duct is directly associated with the streamwise vor
ticity and thus the vorticity transport equation shows the mech
anism of the secondary flow generation. In particular, since 
the turbulence quantities of both the anisotropy of normal 

'Thermal/Fluids Engineering Laboratory, Korea Institute of Science and 
Technology, Seoul 130-650, Korea. 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY 
OF MECHANICAL ENGINEERS. Manuscript received by the Fluids Engineering Di
vision February 5, 1992. Associate Technical Editor: J. Humphrey. 

172/Vol . 115, MARCH 1993 Transactions of the ASME 

Copyright © 1993 by ASME
Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Reynolds stresses and the secondary Reynolds shear stress on 
the cross-sectional plane appear prominently in this equation, 
they do play an important role in the vorticity generation. 
However, due to the difficulty of experimental measurement, 
very little data on these quantities are available. Moreover, no 
systematic investigation on the contours of individual terms 
of the vorticity transport equation seems to have been reported 
elsewhere. The present study is thus motivated by the lack of 
a detailed numerical and experimental analysis for the gen
eration mechanism of turbulence-driven secondary flow. 

In the present paper, the generation mechanism of turbu
lence-driven secondary flow is investigated based on the nu
merical analysis for the three-dimensional fully developed 
turbulent flows in a straight square duct, with the anisotropic 
low-Reynolds-number k — e model. Special attention is directed 
to the distributions of turbulence quantities, which are re
sponsible for the secondary flow generation, such as anisotropy 
of normal Reynolds stresses and the secondary Reynolds shear 
stress acting in the cross-sectional plane. The details of the 
vorticity transport process are also investigated through the 
numerical evaluation of the individual terms which appear in 
the streamwise vorticity transport equation. 

2 Mathematical and Numerical Models 
Since the mathematical and numerical models employed in 

the present study are the same as those in the previous works 
by the authors (Myong and Kobayashi, 1991; Myong, 1991), 
brief characteristic facts are only mentioned here. Contrary to 
the higher-order modes such as Reynolds (or algebraic) stress 
models, the anisotropic low-Reynolds-number k-e turbulence 
model used in the present study is derived from the standard 
(isotropic) k-e turbulence model and directly applicable to 
the wall region (Myong and Kasagi, 1990). In addition, the 
performance of this model for developing and fully developed 
three-dimensional turbulent flows in a square duct has already 
been found to be by no means inferior to that of the previous 
higher-order models (Myong and Kobayashi, 1991). 

In the present study, the no-slip boundary condition is di
rectly used in the wall, in place of the common wall function 
approach, since the turbulence structure in both regions close 
to the wall and close to the corner is conjectured to govern 
the secondary flow generation mechanism. In addition, the 
resulting set of equations are simplified only by the boundary-
layer assumptions and then solved with a forward marching 
numerical procedure for three-dimensional shear layers until 
fully developed flow is attained. Detailed information on the 
constitutive set of momentum and model equations, solution 
procedure, and the grid configuration as well as the validation 
of numerical procedure is found elsewhere (Myong and Ko
bayashi, 1991). 

3 Results and Discussion 

The turbulence quantities of both the anisotropy of normal 

Reynolds stresses w 2 - v 2 and the secondary Reynolds shear 
stress ~vw are known to play an important role in the vorticity 
(or secondary flow) generation, since the cross-sectional gra
dients of these quantities are primarily responsible for the 
secondary flow generation, as may be observed in the vorticity 
transport equation (see Eq. (3)). In the present model these 
two turbulence quantities are expressed as follows: 

(x W-=) (x 10"') 

0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1.0 
z/a z/a 

(a) (b) 

Fig. 1 Predicted contours of (a) the anisotropy of normal Reynolds 
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Fig. 2 Relative magnitudes of the secondary to the primary velocity 

gradient terms in the algebraic relations for (a) (vZ-v')HJl and (b) 
vw/Ul 
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+ Civ, '• 
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dy 

dU 

dz 
(2) 

ANISO 

where ISO and ANISO represent the isotropic and anisotropic 
terms, respectively, and the value of model constant C3 is 
-0 .15 (Myong and Kobayashi, 1991). 

The predicted contours of the anisotropy of normal Reyn
olds stresses w 2 - v 2 and the secondary Reynolds shear stress 
~vw are shown in Fig. 1. Compared with the experimental data 
of Brundrett and Bains (1964) and Fujita et al. (1986), it can 
be seen that the correct trends are predicted and qualitative 
agreement is reasonably good. Note here that, in contrast to 
the available experimental data of Brundrett and Bains, the 
prediction for secondary Reynolds shear stress shows the ex
istence of the region where the shear stress has the positive 
sign, although relatively small in magnitude. At present, it is 
not clear whether such a region really exists. 

The relative magnitudes of the secondary to the primary 
velocity-gradient terms (or the isotropic to the anisotropic 

terms) in the algebraic relations for w 2-v 2 of Eq. (1) and 
vw of Eq. (2) are compared for the present model in Fig. 2. 
It is shown from the figure that the magnitudes of the secondary 

velocity-gradient terms in the algebraic relations for w 2 - v 2 

•v =2v, 
3V_dW 

dy dz 
-C3<v 

dU_ 

dy 

dU_ 

dz 

2 k 
+ - v -

3 e 

d-Jk 
dy 

dyjk 
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are much smaller than those of the primary ones, although 
both terms have nearly equal magnitudes around the corner 
bisector. For the secondary Reynolds stress vw, Perkins (1970) 
argued that two different mechanisms contribute to its gen
eration. The first mechanism is associated with the gradients 
of the secondary velocities, and its contributions to vw can be 
represented in terms of an isotropic eddy diffusivity of mo
mentum, while the second mechanism is associated with the 
distortion of the primary velocity gradients. Although the in
dividual contributions to the generation of vw could not be 
determined from the experiment itself, he considered them to 
be of equal magnitude. The present predictions demonstrate 
clearly the above argument of Perkins, showing that the sec
ondary velocity gradients contribute significantly to the gen
eration of the secondary shear stress Vw over most of flow 
domain. Note that these facts are also pointed out by Demuren 
and Rodi (1984). 

For steady, incompressible, fully developed turbulent flow 
with constant properties the mean streamwise vorticity trans
port equation is written as follows: 

3= + W^= -4- (7-7) + (ii-fl) vw+w2Ux dy dz dydz ydz2 dy2) 

C P\ P2 D 

(3) 
where Qx is the mean streamwise vorticity defined as follows: 

dy dz 
In Eq. (3), the term C represents the convection of streamwise 
vorticity by the mean motion of the secondary flows. The terms 
Pi and P2, which are present only in the turbulent flow, express 
the influence of the turbulent stresses on the production or 
destruction of streamwise vorticity. Whereas the viscous damp
ing is represented by the diffusion term D. 

The predicted contours of the streamwise vorticity of Eq. 
(4) are shown in Fig. 3, which are normalized by Uc/D. The 
predictions show that the maximum values of the streamwise 
vorticity occur in the near-corner and the vorticity of opposite 
sign appears near the walls. Compared with the available ex
perimental results of Brundrett and Bains, it seems likely to 
be that the correct trend is predicted and the qualitative agree
ment is also reasonably good. 

Figure 4 shows the contours of magnitude of each term in 
the streamwise vorticity transport equation, which are nor
malized by U2/D. It should be noted that the individual terms 
shown in the figure have all antisymmetric characteristics with 
respect to the corner bisector. On the generation mechanism 
of secondary flow in noncircular straight ducts, two different 
arguments have been reported. Brundrett and Bains (1964) 
reported that, of the two turbulent stress terms in Eq. (3), only 
the Pi term was significant and was balanced by the convection 
and viscous damping terms C and D. On the contrary, Perkins 
(1970) reported that the turbulent normal and shear stress terms 
came out to be of the same order of magnitude and of opposite 
sign, in agreement with the experimental findings of Gessner 
and Jones (1965). Recently, Demuren and Rodi (1984) asserted 
these facts. The present prediction shows that both production 
terms by the normal and shear stress terms are dominant, being 
of the same order of magnitude and of opposite sign, with 
much larger magnitude than the convection terms, while the 
diffusion term D is only significant in both regions close to 
the corner and close to the wall. It can be also seen that, 
although two production terms are dominant, the difference 
between these terms is the same order of magnitude as the 
convection term. Thus, the present prediction demonstrates 
clearly the above experimental findings of Perkins (1970) and 
Gessner and Jones (1965), showing numerically that the 

(xlO-1), 

Fig. 3 Contours of the streamwise vorticity fi, (Re = 65,000) 

sVaytot"2-"2) (. <o-'). (van,/ay + waa/3z) <„io-»). 

streamwise vorticity (or secondary flow) is generated by the 
difference between relatively large production terms and then 
convected to regions where the vorticity decays by the viscous 
damping. 

4 Concluding Remarks 
In the present study, the generation mechanism of turbu

lence-driven secondary flows in a square duct is numerically 
investigated by using an anisotropic low-Reynolds-number k — e 
turbulence model. Special attention is directed to the distri
bution of the anisotropy of normal Reynolds stresses and the 
secondary Reynolds shear stress acting on the cross-sectional 
plane, which are responsible for the secondary flow generation. 
The vorticity transport process is also discussed in detail. 

It should be noted here that the present paper has been 
directed to the qualitative understanding of generation mech
anism of turbulence-driven secondary flow. The quantitative 
comparison with experimental data is difficult in the present 
stage, since there are little experimental results for comparison. 
Thus, further experimental work is necessary to complete the 
quantitative confirmation of the present numerical solution. 
And, the present predicted results can provide a body of ma
terial which future modelers and/or experimenters may wish 
to compare with their own results. 
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Flow Behavior in Thin-Gapped 
Diamond-Shaped Channels With Pins 

N. Ashgriz,1 J. P . Seet,1 and J. D. Felske1 

1 Introduction 
The present experimental study investigates the nature of 

the fluid flow in various modified version of a high heat-flux, 
multi-cell, very compact heat exchanger. The basic transport 
concept has previously been applied to the cooling of high 
power laser mirrors, for which it has been shown to achieve 
extremely high rates of heat transfer in single-phase liquid flow. 
The original device was patented by Schmidt (1975). It is com
posed of multiple square cells machined in a honeycomb ar
rangement into the backside of a silicon mirror blank. Each 
cell contains a circular pin at its center which spans the narrow 
gap between the mirror substrate on one side of the flow 
channel and the coolant header plate on the other. A schematic 
diagram of one of the cells with one pin at the center of the 
cell is shown in Fig. 1. The header design for delivering and 
returning the liquid flow is quite novel. Four diamond-shaped 
cells receive coolant from a single inlet and four cells exhaust 
coolant into a single outlet. The flow enters a cell at a corner 
and exits at the opposite corner. Hence, in each of the small 
cells in the honeycomb array, the coolant flows across the pin 
in the diamond direction. 

Geometric and Reynolds number scaling were employed to 
design test cells which were about an order of magnitude larger 

'Department of Mechanical and Aerospace Engineering, State University of 
New York at Buffalo, Buffalo, N.Y. 14260. 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY 
OF MECHANICAL ENGINEERS. Manuscript received by the Fluids Engineering Di
vision March 30, 1992. Associate Technical Editor: J. Humphrey. 

Fig. 1 Test section cover and base plates for the one pin array 

than those presently employed for cooling mirrors. This al
lowed visualization of the fine details of these complex flows 
and enabled qualitative data to be readily obtained. One of 
several novel aspects of this type of cell is that just before the 
incoming liquid jet turns ninety-degrees and enters the narrow 
gapped, diamond shaped section, it encounters a forward-
facing step produced by the tops of the cell walls which meet 
at the corner of the diamond. Because of this combination of 
flow modifiers, the velocity distribution in the cell is highly 
nonuniform. Corkscrew-like vortices are created near the cell 
inlet—somewhat like the vortices seen in the studies by Scho-
field and Logan (1988), and Sparrow and Berman (1984). Al
though some flow features are similar, overall the flow is 
radically different from those previously considered by others. 

2 Experimental Setup 
Figure 1 shows the test section which is comprised of a 33.5 

x 13.7 cm2 rectangular cover and base, fabricated from 1.27 
cm (1/2 in.) and 2.22 cm (7/8 in.) thick transparent plexiglas, 
respectively. The narrow-gapped, diamond-shaped cell is lo
cated at the center of this section. The diamond is 7.62 x 7.62 
cm2 ( 3 x 3 in.) and is formed by plexiglas parallelepipeds 
(1.07 cm x 8.7 cm x 1.14 cm) which are fixed to the base of 
the test section. The gap between the cover and the base is 
1.14 cm. Into the base of the test section, two large holes were 
drilled and threaded (5.08 cm (2 in.) pipe thread) for connecting 
the inlet and outlet tubes. At these holes, the parallelepipeds 
meet, forming right-angled wedges through which the fluid 
enters and exits the test section. A 30 cm long, 270-degree 
("pac-man" shaped) section of solid plexiglas rod was placed 
in both the inlet and outlet tubes so as to plug 3/4 of the cross-
sectional area of each tube. As a result, all of the fluid flowing 
through the partially-plugged inlet pipe was directed into the 
test section. Only half of the 1.07 cm width of the parallel
epipeds is exposed to the flow at the inlet and outlet holes. 
Hence, the inlet flow encounters a step on each leg of the 
wedge just prior to turning ninety-degrees and entering the 
cell. In order to achieve controlled entrance flows, plastic 
drinking straws, formed into a honeycomb-like matrix, were 
packed in the inlet tube prior to the plexiglas plug. In order 
to allow long test runs, a closed-loop flow system was designed. 
Water was employed as the test fluid for all experiments. 

Four different pin arrays (0, 1, 9, and 47-pins) were con
structed by mounting plexiglas pins to four different cover 
plates for the test section. In order to investigate the flow 
pattern for a different number of pins and a variety of pin 
sizes and arrangements, only the cover plate needed to be 
changed. 

Particle streakline visualization was used to observe the flows. 
Two light sources (650W Type 4711 Molequartz projector 
bulbs) were positioned so as to minimize the shadows produced 
by the light passing through and around the pins. The water 
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1 Introduction 
The present experimental study investigates the nature of 

the fluid flow in various modified version of a high heat-flux, 
multi-cell, very compact heat exchanger. The basic transport 
concept has previously been applied to the cooling of high 
power laser mirrors, for which it has been shown to achieve 
extremely high rates of heat transfer in single-phase liquid flow. 
The original device was patented by Schmidt (1975). It is com
posed of multiple square cells machined in a honeycomb ar
rangement into the backside of a silicon mirror blank. Each 
cell contains a circular pin at its center which spans the narrow 
gap between the mirror substrate on one side of the flow 
channel and the coolant header plate on the other. A schematic 
diagram of one of the cells with one pin at the center of the 
cell is shown in Fig. 1. The header design for delivering and 
returning the liquid flow is quite novel. Four diamond-shaped 
cells receive coolant from a single inlet and four cells exhaust 
coolant into a single outlet. The flow enters a cell at a corner 
and exits at the opposite corner. Hence, in each of the small 
cells in the honeycomb array, the coolant flows across the pin 
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than those presently employed for cooling mirrors. This al
lowed visualization of the fine details of these complex flows 
and enabled qualitative data to be readily obtained. One of 
several novel aspects of this type of cell is that just before the 
incoming liquid jet turns ninety-degrees and enters the narrow 
gapped, diamond shaped section, it encounters a forward-
facing step produced by the tops of the cell walls which meet 
at the corner of the diamond. Because of this combination of 
flow modifiers, the velocity distribution in the cell is highly 
nonuniform. Corkscrew-like vortices are created near the cell 
inlet—somewhat like the vortices seen in the studies by Scho-
field and Logan (1988), and Sparrow and Berman (1984). Al
though some flow features are similar, overall the flow is 
radically different from those previously considered by others. 

2 Experimental Setup 
Figure 1 shows the test section which is comprised of a 33.5 

x 13.7 cm2 rectangular cover and base, fabricated from 1.27 
cm (1/2 in.) and 2.22 cm (7/8 in.) thick transparent plexiglas, 
respectively. The narrow-gapped, diamond-shaped cell is lo
cated at the center of this section. The diamond is 7.62 x 7.62 
cm2 ( 3 x 3 in.) and is formed by plexiglas parallelepipeds 
(1.07 cm x 8.7 cm x 1.14 cm) which are fixed to the base of 
the test section. The gap between the cover and the base is 
1.14 cm. Into the base of the test section, two large holes were 
drilled and threaded (5.08 cm (2 in.) pipe thread) for connecting 
the inlet and outlet tubes. At these holes, the parallelepipeds 
meet, forming right-angled wedges through which the fluid 
enters and exits the test section. A 30 cm long, 270-degree 
("pac-man" shaped) section of solid plexiglas rod was placed 
in both the inlet and outlet tubes so as to plug 3/4 of the cross-
sectional area of each tube. As a result, all of the fluid flowing 
through the partially-plugged inlet pipe was directed into the 
test section. Only half of the 1.07 cm width of the parallel
epipeds is exposed to the flow at the inlet and outlet holes. 
Hence, the inlet flow encounters a step on each leg of the 
wedge just prior to turning ninety-degrees and entering the 
cell. In order to achieve controlled entrance flows, plastic 
drinking straws, formed into a honeycomb-like matrix, were 
packed in the inlet tube prior to the plexiglas plug. In order 
to allow long test runs, a closed-loop flow system was designed. 
Water was employed as the test fluid for all experiments. 

Four different pin arrays (0, 1, 9, and 47-pins) were con
structed by mounting plexiglas pins to four different cover 
plates for the test section. In order to investigate the flow 
pattern for a different number of pins and a variety of pin 
sizes and arrangements, only the cover plate needed to be 
changed. 

Particle streakline visualization was used to observe the flows. 
Two light sources (650W Type 4711 Molequartz projector 
bulbs) were positioned so as to minimize the shadows produced 
by the light passing through and around the pins. The water 
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Fig.3(b)

Fig. 3 Flow behavior in g·pin cell at Re = 200 (a) typical photograph,
(b) the schematic of the flow pattern
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Fig.3(a)
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diameters in the array: 1.524 cm (pins I, 9); 1.22 cm (pins 2,
3, 5, 7, 8); and 1.07 cm (pins 4, 6). This configuration was
designed to minimize the pressure induced deformations in the
top surface to which the pins attached-the mirror surface of
the actual device. The array may be considered to be composed
of 'short pins' (length/diameter ranging from 0.75 to 1.07)
having moderate spanwise and streamwise spacings (pitch/
diameter ranging from 1.45 to 2.0).

Unlike the flow behavior in the O-pin and I-pin cases, for
the 9-pin array the flow passes smoothly and uniformly around
pin 1 without producing the large recirculation regions or hel
ical vortices. The flow splits just ahead of pin 1into two streams
which then pass the three in-line pins (1, 5, 9) located on the
centerline of the channel. Two small corkscrew-like vortices
are observed at the entrance. Furthermore, at low Reynolds
numbers (100-300) a small recirculation region exists just ahead
of pins 2 and 3 in which the flow rotates from the top face to
the bottom face of the channel. For Re > 400, this region
progressively breaks down into a disturbed state due to its
interaction with the nearby mainstream flow.

The most striking flow patterns for this array are the vortices
which form along the centerline of the channel between the
three in-line pins (1, 5, 9). This occurs as shown in Fig. 3(b)
for Reynolds numbers ranging from about 200 to 300. The
vortices are quite symmetric about the centerline. The primary
vortices formed between pins 1 and 5 are relatively large and
three-dimensional. In addition, secondary vortices are ob
served adjacent to the points of separation on pin 1. They are
continuously convected into the primary vortices. On the other
hand, no secondary vortices are identified near the separation
points on pin 5; and the principal vortices formed in the gap
between pins 5 and 9 are relatively small and two-dimensional.
This difference in vortical structure is due to the relative sizes
of the pins. Pin 5, being smaller, is not as effective as pin 9

3 Flow Visualization Results
The flow behavior in the four different pin arrays (0, I, 9,

and 47-pins) was studied for Reynolds numbers up to 5000.
Common to all of the arrays were the entrance and exit con
ditions. An enlarged schematic of the entrance section is shown
in Fig. 2. As shown in this figure and in Fig. I, water in the
supply tube flows over a forward-facing wedge-shaped step,
turns ninety-degrees, enters the diamond-shaped test section,
flows from corner to corner of the diamond and leaves through
another ninety-degree bend at the outlet of the test section
where it then flows past a rearward-facing wedge-shaped step.
Generally, flow past a step engenders a complex three-dimen
sional flow in which many streamwise vortices are created
within the shear layer (Schofield and Logan, 1988). These
vortices are shed at the edges of the step into the downstream
flow. The right-angle bend also introduces nonuniformities
into the velocity distribution, with the region of higher speed
moving to the outside of the bend (Sparrow and Berman, 1984).
Furthermore, bends generally create secondary flows in the
form of helical vortices which become superimposed on the
main flow. In the present geometry, these vortices are some
times rather "tightly-wound" (corkscrew-like) and appear
along the edges of the wedge-shaped entrance (see Fig. 2).
Outside this edge region, the flow at the entrance and exit are
essentially radially directed and of relatively high speed.

Next, a description of the flow behavior in the 9-pin test
section is presented. The detailed description of the other test
sections are presented by Seet (1990). Consider the staggered,
"diamond-shaped" array of nine pins shown in Fig 3 for Re
= 200. The pins are labeled from 1 to 9; frequent reference
will be made to them by number. There are three different pin

Fig. 2 Schematic diagram of flow patterns at the inlet for all pin arrays

was seeded with a small concentration of Pliolite particles (10
to 20 microns in diameter) which scattered the light from the
two sources towards the camera. The concentration of the
particles was small and their specific gravity sufficiently close
to 1.0 so that they did not disturb the unseeded fluid flow by
their presence. The central piece of the visualization system
was a high speed video camera (EKtaPro 1000 manufactured
by Kodak). Through the use of a new scanning system it can
record up to 6000 images per second. The flow patterns were
recorded by using this system and also by conventional still
photography.
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in suppressing upstream vortical motions. Similar observations 
were made by Novak (1975). In addition, the spacing ratios 
of the three pins (1,5,9) are below the critical values identified 
by Ishigai et al. (1972) and King and Johns (1976). Conse
quently, vortex-shedding is expected to be suppressed by the 
downstream pin. This suppression is mainly due to the shear-
layers separating from the upstream pin and reattaching to the 
downstream pin—thereby inhibiting the vortices behind the 
upstream pin from shedding downstream. When the Reynolds 
number is increased, the wake behind pin 1 becomes larger 
and unstable, causing the flow in the gap to move up and down 
intermittantly. Pin 9 inhibits the lateral expansion of the sep
arated shear-layers of pin 5, holding them in the gap and 
thereby inducing a complex interaction between the shear-
layers and the wake. Eventually the wake becomes so distorted 
that its structure breaks down—resulting in a region of dis
turbed flow. 

For Re = 200, two vortices reside in each of the following 
wakes: between pins 3 and 8 (2 and 7), and behind pins 6 and 
8 (4 and 7). The stagnation points on pins 3 and 6 (2 and 4) 
are approximately thirty-degrees clockwise (counter-clockwise) 
from a left-pointing horizontal axis. Hence, to the approaching 
bulk flow, pins 3, 6, 8 (2, 4, 7) appear to have a staggered 
arrangement. The vortices formed between pins 3 and 8 (2 and 
7) are unsymmetric—the vortex on the side towards the wall 
of the test cell being both larger and accompanied by a sec
ondary vortex. This assymmetry results from the bulk stream 
above pin 3 (below pin 2) being of higher momentum than the 
bulk stream below (above) it. Two pear-shaped, stationary 
vortices reside behind pins 6 and 8 (4 and 7). They do not shed 
because they are completely contained within the shear-layers 
on the rear sides of the pins. Near the wall beyond the closed 
corner of the diamond, two relatively small regions exist— 
recirculation zone 'HI' and the region of helical vortices HV-
b. Their sizes are much smaller than the corresponding sizes 
in the 0-pin and 1-pin cases due to the presence of the corner 
pins. For Re = 300, the mainstream flow between pins 3 and 
6 (2 and 4) is entrained into the region between pins 3 and 8 
(2 and 7)—contributing to the distortion of the vortices behind 
pin 3 (2). As the Reynolds number is increased from 300 to 
500, the interaction between the vortices and the mainstream 
flow increases, leading eventually to a highly disturbed flow 
behind pin 3 (2). 

For Re = 300, recirculation zone 'III' is hardly detectable 
while HV-b fills the region between pin 6 and the wall of the 
test cell, and exhibits some oscillatory behavior. This results 
in oscillations in the wake of pin 8. Increasing the Reynolds 
number to 400 causes instabilities in the vortices behind pin 
6, causing the edge of this region to become less well-defined. 
For Re = 500, the two shear-layers behind pin 8 impinge upon 
one another with significant relative momentum, causing the 
position of the wake to fluctuate. 

Two symmetrical vortices and two corkscrew-like vortices 
form behind pin 9 and in the exit, respectively. Due to the 
diamond-shape of the cross-section, the two converging shear 
layers behind pin 9 suppress the formation of secondary vor
tices near the points of separation. In addition, the vortices 
which are present remain stationary as the Reynolds number 

is increased since the rapidly converging shear layers behind 
pin 9 suppress the tendency of these vortices to shed. For 
Reynolds numbers about 400, the wake behind pin 9 becomes 
wider, shorter and unstable, and the interaction between the 
shear-layers and the corkscrew-like vortices creates a disorderly 
flow between pin 9 and the exit. 

4 Conclusions 
The results of the experiments reveal that: (1) The right-

angle bend which follows the forward facing wedge-shaped 
step at the inlet to the flow cell creates: (a) secondary flows 
in the form of corkscrew-like vortices and (b) introduces non-
uniformities in the velocity distribution in all pin arrays in
vestigated. (2) The general flow patterns in the cell for all the 
pin arrays are characterized by a high velocity, three-dimen
sional flow near the entrance, a low velocity flow at the center 
of the cell, and a smooth, high velocity, two-dimensional flow 
near the exit. (3) Careful study of flow visualization photo
graphs and films showed that as the Reynolds number increases 
from less than 100 to greater than 500, three basic types of 
flow are observed: (a) for Re < 100, a smooth flow fills the 
cell; (b) for 200 < Re < 400, helical vortices and regions of 
recirculation are established; and (c) for Re > 500, a complex, 
disorderly flow exists throughout the cell. (4) Flow patterns 
such as corkscrew-like vortices and larger helical vortices exist 
for all pin arrays when Re > 200. The vigorous mixing which 
occurs in such small flow cells is an essential characteristic of 
this flow passage concept. It enables the attainment of signif
icant enhancement of heat transfer at the cost of modest ad
ditional pressure loss. Among four different cells (0, 1, 9, and 
47 pins) tested, the 9-pin cell showed the best characteristics 
for a high heat-flux, multi-cell, compact heat exchanger, since 
it distributed the flow more uniformly with moderate pressure 
loss. 
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